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Plenary Talk
Presenter:

Prof. Toshihiro Hanawa

Information Technology Center, The University of Tokyo

Title:

Smart Supercomputing by Integration of Simulation, Data, and Learning

Abstract:

Traditionally, supercomputers have been used for Computational Science and
Engineering (CSE) simulations. For future supercomputing, we should
consider integrating data analysis and machine learning to leverage
knowledge in a smarter way than just traditional simulation.

This talk will introduce our activities toward “smart supercomputing,” including
Wisteria/BDEC-01 in the Information Technology Center, the University of
Tokyo, and the “mdx” data platform under the joint operation with nine
national universities and two national research institutes in Japan.

Biography:

Toshihiro Hanawa received his M.E. degree and his Ph.D. degree in
computer science from Keio University in 1995 and 1998. He was an
assistant professor at Tokyo University of Technology, Japan, from 1998 to
2007, a research fellow at Center for Computational Sciences (CCS),
University of Tsukuba, from 2007 to 2008, and an associate professor of CCS
from 2008 to 2013. He was a project associate professor at Information
Technology Center, The University of Tokyo, from 2013 to 2015 and an
associate professor from 2015 to 2020. Since Dec. 2020, he has been a
professor at the Information Technology Center, The University of Tokyo.

He is also the division leader of the Operations Support Division in JCAHPC
(Joint Center for Advanced High-Performance Computing), a joint
organization by the University of Tsukuba and the University of Tokyo to
operate the Oakforest-PACS supercomputer system. He leads the design of
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the next Oakforest-PACS Il system.
His research interests include computer architecture, interconnection
networks, and acceleration using GPU and FPGA.
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Invited Talk

Presenter:

Prof. Mitsuteru Asai

Department of Civil and Structural Engineering,
Faculty of Engineering, Kyushu University

Title:

Multi-scale and -physics particle simulations for natural hazard

Abstract:

Particle methods such as the SPH and MPS methods can compute more
efficiently problems involving large deformation, splitting, and coupling of the
object of interest than mesh-based methods such as the finite element
methods. For example, when applied to the design of disaster prevention and
countermeasures, free-surface flow problems in complex geometries, such as
tsunami runup and flooding in heavy rain disaster, can be easily solved, and
even multi-scale and -physics phenomena involving the failure of solids, such
as seepage collapse and scouring of breakwaters and seawalls. This talk will
share the recent progress on the multi-physics particle simulation related to
natural disaster issues.

Biography:

Mitsuteru Asai received the M.E. and Dr. Eng. degrees from Tohoku
University in 2000 and 2003. After working at the Ohio State University as a
postdoctoral fellow, he became an Asistant Professor at Ritsumeikan
University in 2005. Since 2007, he has been an Associate Professor in the
Department of Civil Engineering, Kyushu University. His research area is
computational mechanics, computational science, and VR/AR related to
natural disaster issues.



Tutorial Talk

Presenter:

Dr. Shintaro Kawahara

Research Institute for Value-Added-Information
Generation (VAIG), Japan Agency for Marine-Earth
Science and Technology (JAMSTEC)

Title:

VisAssets: A Visualization Framework for Unity

Abstract:

This tutorial introduces the procedure for developing visualization applications
using VisAssets, a framework that runs on the Unity game engine. VisAssets
provides the elements that constitute a general visualization flow as module
icons and visualization applications with GUI can be built by simply
connecting them appropriately on Unity Editor. This tutorial will show you
examples of building applications to visualize scalar and vector field data
using VisAssets.

VisAssets can download from the following URL.
https://github.com/kawaharas/VisAssets

Biography:

Shintaro Kawahara received Dr. Eng. from Ibaraki University in 2001. After
working as a flexible researcher at the Ibaraki Prefectural Industrial
Technology Center and as an assistant at the Information Processing Center
of Ibaraki University, he joined the Japan Agency for Marine-Earth Science
and Technology (JAMSTEC) in 2003. He belonged to the Earth Simulator
Center and was engaged in research on visualization of large-scale
simulation data and observation data. He is also involved in the dissemination
of visualization software that he has developed.
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Plenary Talk
Presenter:

Prof. Kensei Kobayashi

Department of Chemistry Presentation,
Yokohama National University

Title:

Origins of Bioorganic Compounds and Their Homochirality: Approaches from
Simulation Experiments

Abstract:

How life was generated on the Earth? Are there any extraterrestrial bodies
that foster life on them? The novel scientific field to challenge such questions
is astrobiology. Laboratory simulation is one of the most useful approaches
to study prebiotic chemical evolution. In this talk, | will present
simulation experiments to synthesize bioorganic molecules like amino acids
in early Earth or extraterrestrial environments. It was proved that high-energy
particles irradiation was quite effective to produce them. Amino acids are
chiral molecules and we utilize mostly L-isomers in our biosystem.
Simulation experiments to prove the origin of the homochirality of
biomolecules will also be introduced, where such quantum beams as
circularly polarized light and spin-polarized leptons were used.

Biography:

Kensei Kobayashi is currently a professor emeritus of Yokohama
National University. He received his D. Sc. In Department of Chemistry,
University of Tokyo in 1982. In 1982-86, he studied in Laboratory of Chemical
Evolution, University of Maryland, U.S.A. He has been working in Yokohama
National University (YNU) since 1987, and was a professor at YNU in
2003-2020. He has been studying astrobiology, especially focused on
prebiotic chemistry toward generation of life and detection of life in extreme
terrestrial and extraterrestrial environments.
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Invited Talk

Presenter:

Mr. Ryuta Kawanami

Graduate School of Science and Technology,
Kyoto Institute of Technology

Title:

Molecular dynamics study of microscopic mechanism of
OH radical-induced DNA damage

Abstract:

DNA sugar-phosphate backbone has sugars joined by phosphodiester bonds.
Highly reactive hydroxyl radicals are produced by ionizing radiation in a cell,
which can abstract any hydrogen atoms from DNA. Carbon centered sugar
radicals produced by the hydrogen abstraction triggers a common lesion,
single-strand break (SSB) which induces disease such as carcinogenesis.
However, the abstraction mechanisms at the molecular level remain
unsolved. Thus, we employed molecular dynamics (MD) simulations on
hydroxyl radicals around DNA to evaluate their spatial distribution and
accessibility to DNA. In particular, we introduced restraining potentials on the
hydroxyl radicals, which enabled us to sufficiently sample the hydroxyl
radicals around the sugar moiety of DNA. The result showed that the
accessibility of hydroxyl radicals to each hydrogen atom on DNA was very
different from the evaluations reported previously. This indicates that the
previous evaluations based on the solvent-accessible surface area, or the
water accessibility are needed to be modified.

Biography:

Ryuta Kawanami is a doctoral student in soft materials chemistry at Kyoto
Institute of Technology. He is interested in physical mechanisms of soft matter
in life.
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Invited Talk

Presenter:

Prof. Naohisa Yahagi

Graduate School of Media and Governance,
Keio University

Title:

The Secret to Successful medical-industrial Collaboration

Abstract:

The field of medicine is often described as a complex system. However, it is
not difficult for physicians to make diagnostic and therapeutic decisions based
on their perception of a patient’s condition and its changes to find the data
representing the pathology accurately.

In other words, the key to successful medical-engineering collaboration
begins with the engineers accurately understanding the tacit knowledge of the
physician who knows the patient well, while the physicians accurately
understand the advanced technology and theory. This interrelationship
enables the development of high-precision technology.

In this lecture, | would like to talk about a case in which such an overly
complicated event was derived from simple medical common sense,
dreaming of the day when the solid results of medical engineering
collaboration with you will surpass the world.

Biography:

Born in Palo Alto, the USA, in 1974. | graduated from Keio University School
of Medicine and completed the doctoral program at Keio University Graduate
School. Pediatrician. Completed (summa cum laude) in the medical business
and management course at the University of Tokyo. Invited to and completed
the Harvard Business School “Managing healthcare delivery” as a
Scholarship. Designed and launched the world’s first Clinical Data
Management Network, enabling centralized management of medical
information throughout Japan. Engaged in research and development of
automated diagnosis and treatment support technology based on disease
state change prediction. Head of Digital Health, Digital Agency.
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Plenary Talk
Presenter:

Prof. Shinobu Yoshimura

Department of Systems Innovation,
School of Engineering, The University of Tokyo

Title:

Super-simulations of Offshore Wind Farm on Fugaku

Abstract:

An offshore wind farm consists of tens of large-scale wind turbines. To
promote such offshore wind farms in Japan, we need to consider severe
weather conditions caused due to typhoons and narrower sites. To do so, we
are developing multiscale and multiphysics integrated simulations for an
entire offshore wind farm. The simulations consist of the following four
components, (a) Large-scale LES simulator of a whole wind farm considering
weather and terrain, RC HPC, (b) Large-scale LES simulator of two tandem
wind turbines to evaluate an effect of wake into power generation, FFR, (c)
flow-induced vibration of wind turbine, ADVENTURE_Solid and
ADVENTURE_Fatigue, and (d) a parallel coupling tool to deal with Fluid-
Structure Interaction, REVOCAP_Coupler. In this presentation, we describe
Fugaku-based super-simulations of an actual German offshore wind warm in
the North see, Alpha Ventus, consisting of twelve 5MW wind turbines.

Biography:

Prof. S. Yoshimura is currently Vice President and Professor, The University
of Tokyo (UTokyo). In 1987, he completed his studies in UTokyo (specialized
in nuclear engineering) as Doctor of Engineering. He became Lecturer,
Associate Professor in UTokyo, then Professor since 1999. His specialties are
High-performance and Intelligent Computational Mechanics with Real World’s
Applications. He serves as a Vice President of IACM and the President of
APACM, and has received numerous awards, including IACM Fellow Award
(2014) and APACM Computational Mechanics Award (2013).
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Invited Talk

Presenter:

Dr. Prakasha Chigahalli Ramegowda

Institute of Microelectronics (IME)/
Sensors, Actuators & Microsystems (SAM),

Agency for Science, Technology and Research (
(A*STAR), Singapore

Title:

Coupled multiphysics simulation model for analyzing piezoelectric sensors
and actuators

Abstract:

The key to the design of advanced micro electro-mechanical (MEMS)
piezoelectric devices for actuator and sensor applications surrounded by fluid
media is an accurate evaluation of the electromechanical, fluid and circuit
interaction leads to a general formulation as a fluid-structure—piezoelectric—
circuit interaction. These four-field coupled problems can be decomposed into
the fluid-structure, structure—piezoelectric, and piezoelectric—circuit
interactions using hierarchical decomposition and exchange of the variables
using partitioned approach. In this talk, we present computational methods
[1,2,3,4,5] to solve structure—piezoelectric interaction, piezoelectric—circuit
interaction, and fluid-structure-piezoelectric interactions in piezoelectric
bimorph actuators and energy harvester.

References

[1] P. C. Ramegowda, D. Ishihara et al., International Journal of
Computational Methods, Vol.16, 1850106, 2019.

[2] P. C. Ramegowda, D. Ishihara et al., Finite Elements in Analysis and
Design, Vol.159, pp. 33-49, 2019.

[3] P. C. Ramegowda, D. Ishihara et al., Computer Methods in Applied
Mechanics and Engineering, Vol. 365, 113006, 2020.

[4] P. C. Ramegowda, D. Ishihara et al., Composite Structures, Vol. 245,
112284, 2020.

[5] D. Ishihara et al., Computers & Structures, Vol. 253, 106572, 2021
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Biography:

Dr. Prakasha Chigahalli Ramegowda received a BE in Mechanical
engineering from the National Institute of Engineering in Mysore, India, in
2010. He was with the MEMS design group at Society for Integrated Circuit
technology and Applied Research, India, as an Engineer, from 2011- 2015. In
2019 he completed his PhD in Mechanical Engineering from Kyushu Institute
of technology, Japan. He is a recipient of the prestigious JSPS Postdoctoral
Fellowship (Standard FY2019-22) from the Japan Society for Promotion of
Science. He is currently Scientist at Institute of Microelectronics (IME),
Agency for Science, Technology and Research (A*STAR), Singapore.
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Tutorial Talk

Presenter:

Dr. Hiroshi Watanabe

DEP Systems Business Unit,
Technical Product & Support Promotion, Hexagon

Title:
Fusion of CAE and 3D Metrology

Abstract:

Recently, we often hear the term digital twin, but it is used in a wide range
concept. It can be said that the common term is to reconstruct the event in
the cyber physical space based on the digital data obtained by observing the
event in the real world, and to predict the future by simulation. Some people
claim that the traditional CAE is a digital twin. This is based on the fact that a
product is built based on CAD, which is a blueprint, and the product is
manufactured according to it. However, as is well known, it is difficult to
process a product according to a blueprint. The accuracy of the simulation
can be said “dizygotic twins” (similar because they are born from the same
parent). In this paper, we will consider the points for constructing a digital twin
suitable for “identical twins” in the field of computational engineering.

Biography:

Manufacturing Intelligence division, Hexagon
Vice President, JSSCES
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Explosive crystallization of amorphous Ge

studied by molecular-dynamics simulations

Shunya Nagaoka, Manabu Ishimaru

Department of Materials Science and Engineering, Kyushu Institute of Technology

nagaoka.shunyal77@mail.kyutech.jp

Abstract. Anomalous rapid crystallization of several meter/sec, so-called explosive crystalli-
zation, often occurs during pulse laser irradiation and flash lamp annealing of amorphous I'V-
group elemental semiconductors. To clarify the origin of rapid crystallization, crystallization
processes of amorphous Ge was examined by molecular-dynamics simulations using the Ter-
soff interatomic potential in combination with the Langevin thermostats. Amorphous Ge net-
works containing 125,000 atoms were annealed under a temperature gradient. It was found that
the crystallization rapidly progresses from the high temperature to low temperature side, and
large crystal grains were obtained. From the mean-square atomic displacement, it was sug-
gested that a liquid layer plays an important role for inducing the explosive crystallization.

Keywords: Molecular-dynamics simulation, Germanium, Crystallization, Amorphous

1. Introduction

Crystallization of amorphous Si and Ge is one of the possible ways to fabricate polycrystalline
thin film transistors (TFTs). Several researchers have reported that abnormal rapid crystalliza-
tion, so-called “explosive crystallization”, occurs by pulse-laser irradiation and flash-lamp an-
nealing. The explosive crystallization was observed to proceed over 10 m/s [1]. It is thought
that the liquid layer at an amorphous/crystalline interface plays an important role for enhancing
the crystallization velocity. Since the explosive crystallization proceeds in a very short time, it
is difficult to experimentally clarity the origin of the rapid crystallization. Molecular-dynamics
(MD) simulations can track atomic behavior with high spatial and temporal resolution, and
therefore they are useful for studying the crystallization processes.

We have previously studied the crystallization processes of amorphous Si in contact with
crystal Si during isothermal heat treatment by MD simulations [2]. On the other hand, MD
simulations of explosive crystallization require heat treatments of amorphous without crystal-
lites under a temperature gradient. In the present study, we examined the crystallization pro-

cesses of amorphous Ge under annealing with a temperature gradient.
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2. Experimental

The crystallization processes of amorphous Ge were examined by MD simulations based on
the Tersoff3 interatomic potentials [3]. A cubic cell consisting of 25X25X25 diamond unit
cells contained 125,000 Ge atoms. The amorphous Ge was prepared by the melt-quench
method. The crystal Ge was first heated at 3500 K to produce liquid Ge. Then, liquid Ge was
cooled to 300 K with a quenching speed of 10! K/s, to obtain amorphous Ge. The amorphous
Ge obtained here was annealed at 2000-1700 K with a temperature gradient to observe crystal-
lization from amorphous Ge. The temperature was controlled by Langevin method. The simu-
lation was performed under a constant pressure condition and time step of 2.0 fs. MD simula-
tions were carried out with an MD open-source code, LAMMPS [4]. The crystalline and amor-

phous regions were judged by using an Open Visualization Tool, OVITO [5,6].

3. Results and Discussion

Fig. 1(a) shows the structural evolution as a function of annealing time. To make it easy to see
the atomic arrangement, only the crystallized area is indicated. The blue and orange atoms
denote the cubic and hexagonal diamond structures, respectively. A temperature gradient was
set to be 1800 K at the top and 1000 K at the bottom. At 14.0 ns, a few crystal nuclei with a
diamond structure preferentially appear near the high-temperature area. From 14.0 to 16.0 ns,
the crystal growth rapidly proceeds from high-temperature to low-temperature area. This rapid
crystallization is thought to be caused by a temperature gradient. After 20.0 ns, the crystalliza-

tion slowly propagates, and crystallization almost stopped at 50.0 ns.

Fig. 1. Crystallization processes of amorphous Ge. (a) Atomic configurations and (b) trajectories of
atoms. The red lines show high-mobility atoms corresponding to a liquid state, and the green lines
show low-mobility atoms such as amorphous and crystal states. The temperature was set to be 1800
K and 1000 K at the top and bottom area, respectively.
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Fig. 1(b) shows trajectories of atoms which are continuous lines obtained from the time-

dependent particle positions. The atoms in the liquid state have high mobility so that their tra-
jectories fill the space. The trajectories of atoms with large mean square displacements are
shown by red lines. At 14.0 ns, the large liquid region is locally formed. After 16.0 ns, the
crystallization proceeds toward the liquid layer and the volume of liquid decreases. This sug-
gests that the liquid layer assists the rapid crystallization. The explosive crystallization ob-
served experimentally is thought to occur in a similar process.

Fig. 2 shows the average tempera-

ture distribution in the MD cell. The S

temperature of the right and left ends i s * 7TV -
was set to 1800 K and 1000 K, respec- % 1800 . ) //’/ ’
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ture area with >1800 K expands up to Distance from low-temperature side (nm)

the half of the MD cell. This tempera-
Fig. 2. The temperature distribution of the MD cell with

ture distribution indicates that liquid  ; emperature gradient. For the simulation, the right and
layers are easy to be formed near the  left ends were set to 1800 K and 1000 K, respectively,
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high-temperature area. The liquid-me-  ted as dots.

diated crystallization release heat and
amorphous phase absorbed heat and melted. This react is self-sustaining propagation which

induce this broadened over 1800 K area.

4. Summary

The crystallization processes of amorphous Ge were examined by MD simulations using the
Tersoff interatomic potential in combination with the Langevin approach. Amorphous Ge was
heat treated under a temperature gradient of 1800 K for the high temperature side and 1000 K
for the low temperature side. Rapid crystallization was observed under this heat treatment con-
dition. A liquid layer was formed during crystallization, which was found to assist rapid crys-

tallization. Explosive crystallization is expected to occur in a similar process.
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Abstract. In recent years, resistance change memory (ReRAM) has been expected as an alter-
native to SSD and HDD. In this study, resistance change characteristics in a Ta;Os-based Re-
RAM cell were investigated using a coupled simulation model in which a sinusoidal voltage is
applied to the cell with transport of diluted species, electric currents, and heat transfer solvers
in COMSOL Multiphysics. The combination of different voltage application rates was used
in the coupled simulation. The results indicated that the resistance change characteristics varied
according to positive and negative voltage application ratios. In other words, the ratio is an
important factor in controlling resistance change characteristics in the asymmetric Ta,Os-based
ReRAM cell.

Keywords: resistance change memory, oxygen vacancy, diffusion equation
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Abstract. Panic buying in a disaster makes it difficult for many people to obtain supplies and
causes supply chain disruption. These days, due to the development of social networking ser-
vices, the information transmitted by consumers often has a significant impact on panic buying.
Our previous research has analyzed the effect of consumer panic buying on the supply chain
by agent-based simulation, but it had some problems with the information transfer and it did
not take into account measures taken by consumers. Therefore, the objective of this study is to
develop a more realistic model and formulate measures that can be taken by consumers. The
results showed that transmitting counter-evidence from the hub agent in 15 or 20 days after the
occurrence of rumors can be the best measure to prevent supply chain disruption and maximize
consumer satisfaction. This simulation results could be used to help people or organiza-
tions who want to correct misinformation and reduce panic buying in a disaster.

Keywords: panic buying, consumer behavior, information transfer, agent-based simulation

1. Introduction

When a disaster occurs, in addition to the direct damage, secondary damage can be seen.
Hoarding of food and daily necessities caused by the uncertainty due to the disaster is a typical
example of secondary damage. This hoarding behavior is called panic buying. These days, be-
cause of the development of social networking services, many consumers can disseminate in-
formation, which contains inaccurate information. The diffusion of incorrect information can
lead to panic buying. In times of disaster when panic buying occurs, it is necessary to prevent
supply chain disruptions and ensure consumers have access to supplies.

From these backgrounds, Kawanishi extended Dulam’s model of panic buying !!! and did an
agent-based simulation on supply chain disruption caused by panic buying of bottled water
during a disaster and proposed countermeasures that can be taken by the supply chain agents
(SCAs) (hereinafter referred to as the previous study). In the previous study, he concluded that
the impact of panic buying could be effectively mitigated by combining sales restrictions with
emergency safety stock, sharing inventory information among SCAs, and provision of retail
store inventory information to consumers. However, this study has some problems. For
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example, the previous study did not consider the measures that can be taken by consumers.
Therefore, in this study, a more realistic model was developed by extending the previous study,
to formulate realistic measures that consumers can take.

2. Method

2.1 Overview of the model

The product targeted in the model is bottled water. The model is based on the previous study
and consists of two parts: the supply chain model and the consumer model. The supply chain
includes three tiers: manufacturer, distributor, and retailer. The retailer sells the product to con-
sumers. Additionally, there are two types of retailers: independent retailers and chain retailers.
Chain retailers contain the chain head and stores. The chain head buys products from the dis-
tributor and stores the product. Chain stores wholesale products to the chain stores. Each con-
sumer agent represents a household. Consumer agents consume water every day and take pur-
chase action when their stock runs low or runs out. In addition to this normal purchase action,
when a disaster occurs, consumers may panic buy. The conditions for panic buying are deter-
mined by four factors: the proportion of retail outlets restricting purchases, the amount of media
coverage, the number of rumors, and the proportion of consumers in the neighborhood engag-
ing in panic buying behavior. To measure from both supply chain and consumers, measure the
change of the average stock in each tier of the supply chain and the change in consumers’
satisfaction.

2.2 Model improvements

Some points in the consumer model used in the previous study are very simple. First, it is
unrealistic to assume that rumors are spread uniformly to all consumer agents. Also, although
only one rumor is considered as triggering panic purchasing behavior, in reality, information
counteracting it is likely to spread. Another problem is that there is no mention of measures
that can be taken by consumers. To address these problems, a scale-free network was set up as
a rumor diffusion network among consumers. This network was generated by using the Barab-
asi-Albert model [?!. In addition, as a minor change, the decision-making to engage in panic
buying behavior was changed to make probabilistically based on the four factors mentioned
above. Furthermore, the effect that the psychological impact of purchase restrictions decays
overtime was implemented.

2.3 Measures

Rumors in the previous study are assumed to be false information, and in addition to this
rumor, counter-evidence is implemented in the model. Counter-evidence is the information to
counteract false rumors, so this can be a countermeasure to rumors. It is assumed that rumors
have a facilitating effect and counterevidence has an inhibiting effect on panic buying. Counter-
evidence spreads through the information diffusion network among consumers in the same way
as rumors. Rumors were assumed to be false information about the availability of bottled water
during a disaster, and counter-evidence was assumed to be its correction.

Each consumer agent has one of three states of believing a rumor: easily believe the rumor,
hardly believe the rumor and neither. The opposite is true for the counter-evidence. Consumers
will know about a rumor or counter-evidence if there is more than a certain percentage of

10
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consumers around them who are transmitting rumor or counter-evidence, and they will decide
whether or not to believe it according to their characteristics.

Moreover, the reliability of counter-evidence is set on three levels: high, middle, and low. This
parameter represents the effect of the source and the channel of the information and so on. The
reliability has an effect on the aforementioned criteria for deciding whether to know about a
rumor and counter-evidence. The rumor and counter-evidence assumed in this study are false
information about the availability of drinking water in the disaster and its correction. So, coun-
terevidence was assumed to be more reliable than rumors, even if they have a low confidence
level.

Two measures were taken regarding the counter-evidence. The first measure was selecting
agents to initiate counter-evidence. The second measure was to find the optimal timing of ini-
tiate counter-evidence.

2.4 Simulation settings

To evaluate the effectiveness of the proposed methods, simulations were conducted for several
scenarios. The initiator of information was selected at random in the base scenario, while the
hub agent was the initiator in the other. The hub agent here means the agent who has the largest
number of links among surrounding agents. As for the timing of initiating counter-evidence, 5
scenarios were considered: 1, 5, 10, 15, and 20 days after the rumor occurrence. The character-
istics of consumer agents, and how likely they believe rumors or counter-evidence, are allo-
cated in 2:6:2(easy to believe: neither: hard to believe). The simulation was run for 100
timesteps and one timestep represents one day. The disaster occurrence time was set to 70™
timestep. Measures were taken one step after the disaster occurrence. The two performance
metrics used are the inventory ratio and the consumers’ satisfaction. The former can be meas-
ured by reviewing the changes in inventory ratio in each supply tier. If the ratio is more than
one, the supply tier has sufficient inventory, and if the ratio is less than one, the supply tier is
considered to be stock out. If multiple supply tiers are continuously stocked out, the supply
chain is regarded as disrupted. The latter can be measured by reviewing the changes in the
number of satisfied consumers. The satisfaction of consumers is divided into the five catego-
ries: fully satisfied, highly satisfied, satisfied, lowlily satisfied, and not satisfied at all.

3. Results

Figure 1 shows the changes in the number of consumers in each satisfaction level in the se-
lection of the agent who initiates counter-evidence. The result shows that initiation of the coun-
ter-evidence from the hub agent can be an effective measure to maximize the number of fully
satisfied consumers.

From random agent From the hub agent
2000 20000
Z
5 1se0 17500
g 15000 15000 — tull
z
5 wo{ N0/ | hig,h
S oo 10000 —middle
S 7500 7500 — low
g 5000 5000 — 7ero
£ 20 500
Z: o AN S
@ 3 3 ® B3 £y s 10 @ 7o 7 @ & E) £
timesteps timesteps

Figure 1: Consumer satisfaction(random vs. hub)
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Figure 2,3 shows the changes in the consumers’ satisfaction and inventory sales ratio in the
timing of the initiation of counter-evidence. In figure3, red areas mean supply chain disruption.
This result shows that sending the counter-evidence one step after the rumor occurrence is the
best measure to minimize the effect of panic buying. However, in this simulation, the counter-
evidence is assumed to be more reliable than the rumor. If the rumor was an outright lie, it is
easy to make highly reliable counter-evidence, but in any case in the real world, rumors are
difficult to affirm to be false in such a short time. So, to deal with this problem, 4 measures
were considered excluding measures to disseminate counter-evidence immediately after the
rumor occurrence. As a result, sending counter-evidence 10 days after the rumor occurrence is
the best measure in terms of satisfaction, and 15 days are the best measure in terms of inventory
ratio.
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4. Conclusion

This research mainly focused on the effect of counter-evidence. When the reliability of coun-
ter-evidence is high, it was confirmed that an effective countermeasure is to start diffusing
counter-evidence from consumer agents who have a strong influence on their surroundings. It
can also be said that if counter-evidence is more reliable than rumors can be disseminated,
issuing counter-evidence immediately after the occurrence of a rumor can be a realistic and
effective measure against panic buying. If counter-evidence is not reliable as a rumor, it is good
to spread counter-evidence in 10 or 15 days after the rumor starts spreading. This simulation
results could be used to help people or organizations who want to correct misinfor-
mation and reduce panic buying in a disaster. In the future, implementing the dynam-
ics of consumer attitudes toward information could improve the model.
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Abstract. Synchronization of neuronal firing in the brain has attracted much attention in re-
cent years. In this study, we aimed to develop a mathematical model to reproduce synchroni-
zations using a neuronal membrane potential model as microscale and a micro model and
cellular automata structure as a macroscale for multiscale simulation. The micro model was
devised by averaging the membrane potentials of all cells on the microscale and modeling the
obtained pulse waveform in Fourier series. In the results of microscale and macroscale simu-
lation, I found synchronic frequency of each scale consistent. Therefore, multiscale syn-
chronic simulations were obtained from this study.

Keywords: Brain simulation, multiscale, synchronization model, cellular automata
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Abstract. Natural landscapes and existing shapes can be treated with the idea of fractals, which
do not have a characteristic length and can be considered by self-similarity. Dust is also con-
sidered to have a self-similar fractal shape without a characteristic shape. Thought that model-
ing and simulating randomly growing dust will lead to non-contact measurement of the three-
dimensional accumulation amount of dust. In this paper, image generation generating and an-
alyzing of images of 3D dust deposit is reported using simulations.The correlation between
fractal dimension and spatial occupancy is used to examine the effectiveness of the 3D dust
deposition model.

Keywords: Dust, Fractal, Image analysis
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Base station placement problem in
Sth generation mobile communication systems
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Abstract. Currently,research is being conducted toward the spread of Sth generation mobile
communication systems. However, since 5G uses a high frequency band, it is necessary to
consider the communication range and obstracles. Applying the museum problem, the opti-
mal arrangement of the antenna is required by triangulation and coloring. So, the optimum
arrangement of the antenna is simulated by dividing the area and coloring. Therefore, obsta-
cles are placed in the area and triangulation is performed at each vertex. The coloring was
performed in descending order of the degree of each vertex,the method of reduce the number
of specific coloring points, the method of area,and the method of randomly coloring. The
method to reduce the number of specific coloring points is able to arrange a suitable base sta-
tion.

Keywords: Computer simulation, Graph coloring, 5G, arrangement of antennas
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Abstract. Consider a graph G = (V, E) with vertex set V and edge set E. The distance
0c(x, y) is defined as the length of the shortest path between vertices x and y in G. A vertex
u € V is a hinge vertex if there exist two vertices x,y € V — {u} such that 6g_,(x,y) >
0c(x,y). The detour degree of vertex u is defined det(u) = max{dg_,(x,y) | dG-u(x,y) >
oc(x,y),x,y € N(u)}. For a hinge vertex u, the detour degree of u is defined det(u) =
max{dg_,(x,y) | 0g—u(x,y) > 6c(x,y), x,y € N(u)}. The detour hinge vertex problem aims
to determine the hinge vertex u that maximizes det(u) in G. In this paper, we propose an
efficient algorithm for the detour hinge vertex problem on circular-arc graphs.

Keywords: design and analysis of algorithms, detour hinge vertex problem, intersection
graphs, circular-arc graphs

1. Introduction

Consider a simple undirected graph G = (V, E) with vertex set V and edge set E. (Through-
out the paper, n is the number of vertices in a graph.) Let G — u be a subgraph induced by
the vertex set V — {u}. The distance dg(x,y) is defined as the length (i.e., the number of
edges) of the shortest path between vertices x and y in G. Chang et al. [1] defined u € V to
be a hinge vertex if there exist two vertices x,y € V — {u} such that dg_,(x,y) > dg(x,y).
Finding all hinge vertices of a given graph is called the hinge vertex problem. This problem
has applications to the improvement of stability and robustness in communication network
systems [2].

Let U be a set consisting of all hinge vertices of G. The neighborhood of u, de-
noted by N(u), is the set of all vertices adjacent to u. Honma et al. [3] defined det(u) =
max{oG—,(x,y) | 0g-u(x,y) > 6c(x,y), x,y € N(u)} for u € U as the detour degree of u. That
is, det(u) means the degree to which a path between x and y becomes longer upon removal

“This work was partially supported by JSPS KAKENHI Grant Number 19K11834, 20K11093, and Co-
operative Education/Research Project between Toyohashi University of Technology and National Institute of
Technology.
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of a hinge vertex u from G. The detour hinge vertex problem aims to determine the hinge
vertex u that maximizes det(u) in G. This problem is motivated by practical applications,
such as network stabilization under a limited cost [2].

In this paper, we propose an efficient algorithm for the detour hinge vertex problem on
circular-arc graphs. Circular-arc graphs are useful in modeling periodic resource allocation
problems in operations research. They also have applications in different fields such as
genetic research, traffic control, computer compiler design and statistics [4]. Thus, circular-
arc graphs have been studied extensively from both a theoretical and algorithmic point of
view. Every articulation vertex obviously has a maximum detour degree. Therefore, in this
paper, we assume that a circular-arc graph does not include any articulation vertices, i.e., is
biconnected.

2. Definition

We first illustrate the circular-arc model before defining the circular-arc graph. Consider a
unit circle C and a family A of n arcs Ay, Ay,...,A, along the circumference of C. Each
arc A; has two endpoints, left endpoint a; and right endpoint b;, respectively, and is denoted
by A; = la;, b;]. The left endpoint a; (resp., right endpoint b;) is the last point of A; that
we encounter when walking along A; counterclockwise (resp., clockwise). Without loss
of generality, the coordinates of all left and right endpoints are distinct and are assigned
clockwise with consecutive integer values 1,2,...,2n. The arc numbers i, j are assigned
to each circular-arc in increasing order of their right endpoints b;’s, i.e., A; < A;if b; <
b;. Note that arc A; with a; > b; is called a feedback arc. The geometric representation
described above is called a circular-arc model. Figure 1(a) illustrates a circular-arc model
CM, consisting of 12 arcs (note that A; and A, are feedback arcs). Table 1 shows details of
CM.

A graph G = (V, E) is called a circular-arc graph if there exists a family of circular-arcs
A ={A1,A,,...,A,} such that there is a one-to-one correspondence between vertex i € V
and the circular-arc A; € A in such a way that an edge (i, j) € E if and only if A; intersects
with A in CM. Figure 1(b) illustrates the circular-arc graph G corresponding to CM shown
in (a). In this example, all hinge vertices of G are vertices 1, 2, 5 and 11. The detour degree
of each hinge vertex is det(1) = det(2) = 4, det(11) = 3, and det(5) = 5, respectively. If
hinge vertex 5 is removed from G, the distance between vertices 3 and 7 lengthens from 2
to 5. Thus, the detour degree of vertex 5 is det(5) = 5, and vertex 5 is a maximum detour
hinge vertex in G. We next introduce an extended circular-arc model(ECM) constructed
from a CM. We first cut CM at point between 1 and 2n, next unroll onto the real horizontal
line. Each arc A; = [a;, b;] in CM is also changed to horizontal line segment. For each A;,
1 <i < n, copies A;;, are created by shifting 2 to the right. Honma et al. [6] presented an
O(n) time algorithm for the hinge vertex problem on circular-arc graphs by using ECM.

30



(a) Circular-arc model CM (b) Circular-arc graph G

Figure 1: Circular-arc model CM and graph G

Table 1: Details of an circular-arc model CM.

2 4 5 6 7 8 9 10 11 12
a |20 24 5 2 3 8 9 12 15 16 11 19
4 7 10 13 14 17 18 21 22 23

3. Algorithm DHV

In this section, we present Algorithm DHV (Detour Hinge Vertex) for solving the detour
hinge vertex problem of circular-arc graphs. We describe some definitions and lemmas
which are useful for constructing the algorithm for the problem. The detail descriptions of
proofs are omitted due to limitations of space.

The set of the minimum number of arcs that covers the entire circumference C of CM is
defined as MCA. The shortest circumference circuit of circular-arc graph G corresponding to
MCA is denote as S CC. In an example of Figuer 1(a), we have MCA = {A1, A, As, Ag, A11}
and SCC = (1,2,5,6,11). Note that there may be multiple shortest circumference circuits
in G. In Figuer 1(a), G has two shortest circumference circuits SCCy = (1,2,5,6,11)
and SCC, = (1,2,5,7,11). The vertex commonly included in all shortest circumference
circuits is called a duplicate vertex. In this example, vertices 1, 2, 5, and 11 are duplicate
vertices. Let U be a hinge vertex set of G. We define Uy = {u | u € U,u € SCC} and
Uy={ul|lueUug¢SCC}. For SCC; = (1,2,5,6,11), we have U; = {1,2,5,11} and
U, =0.

Lemma 1. For a circular-arc graph G = (V, E), v ¢ V is not adjacent to discontinuity two
vertices in SCC of G.

Lemma 2. For a circular-arc graph G = (V, E), v € V is adjacent to at most three vertices
inSCC of G.

Lemma 3. For a hinge vertex u ¢ SCC in a circular-arc graph G, we have det(u) < 4.
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Lemma 4. For a hinge vertex uinS CC in a circular-arc graph G, det(u) < 4 if u is not
duplicate vertex.

Lemma 5. The det(u) of hinve vertex u € Uy can be computed in O(n?) time.
Lemma 6. The det(u) of hinve vertex u € U, can be computed in O(n?) time.

Algorithm DHYV can solve the detourl hinge vertex problem of a circular-arcs graph G.

Algorithm 1: Algorithm DHV

Input: All terminal points a;, b; for n circular-arcs in M.
Output: The detourl hinge vertex of a circular-arcs graph G.

(Step 1) /* Computation of hinge vertex set U */
Construct an extended circular-arc model ECM from M ;
Comput hinge vertex set U of G by applying Honma et.al’s algorithm [6] ;

(Step 2) /* Compute MCC, U, U, */

Compute the shortest circumference circuit MCC ;
SetU, :={u|ueUuecMCC},;

SetU, :={u|luecUu¢ MCC},

(Step 3) /* Compute detour degree det(u) */
for each u € U; do compute det(u) ;
for each u € U, do compute det(u) ;

(Step 4)/* Maximum detour hinge vertex of G */
Maximum detour hinge vertex is k such that det(k) = max{det(u) | u € U}.

4. Conclusion

In this paper, we proposed an algorithm for solving the detour hinge vertex problem of
circular-arc graphs in O(n?) time. Reducing the complexity of the algorithm and extending
the results to other graphs will be considered in future research.
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Abstract. The purpose of this study is to build a system that determines the risk of newborn
child abuse based on parents’ and newborns’ data (face data/observed data) collected by the
NICU staff.
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1. Introduction

The number cases involving child abuse in Japan have been increasing in recent years and
is already considered a social problem. The number of children counselled in child con-
sultation centers in Japan rose from 1,101 in 1990 to 122,575 in 2016 [1]. As the number
of child abuse cases continues to grow, abuse-related deaths are also becoming increasingly
common.

Previous studies have indicated that many cases of child abuse include newborns with
low birth weight and congenital diseases. Low birth weight of babies may be associated with
social problems such as young women aiming to lose weight, increasing cases of late mar-
riage/advanced maternal age, multiple pregnancies, negligence in prenatal health check-up,
as well as choosing an early delivery date in high-risk pregnancy cases, thanks to advances
in the management of newborns [2]. Moreover, newborns with congenital diseases account
for 4 to 5 % of all births [3].

Premature babies, low birth weight babies, babies with congenital diseases, and those
who require resuscitation at delivery and are admitted to the NICU(Neonatal Intensive Care
Unit) for treatment. Many parents of newborns admitted to the NICU are highly likely
to commit child abuse due to a series of problems such as a higher economic burden of
parenting, the mother’s health problems, socio-economic problems, and unconducive home
environments. As the newborns admitted to NICU are in life-threatening situations, the
parents are more susceptible to anxiety and depression. Moreover, if the parents are not

“This work was partially supported by JSPS KAKENHI Grant Number 19K11834, 20K11093, and
22k10924.
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given appropriate support from the time their newborn is admitted to the NICU, their stress
levels remain or even increase, making them even more likely to commit child abuse after
the infants are released from hospital care. Hence, it is important that parents with newborns
in the NICU receive proper support and care to prevent them from harming their children.

Skilled NICU doctors and nurses can predict individual cases of newborn child abuse
to an extent. However, since they rely on only their instincts, it is possible to misjudge
the situation and end up overlooking the risk of abuse. Hence, the purpose of this study
is to build a system that determines the risk of newborn child abuse based on parents’ and
newborns’ data (face data/observed data) collected by the NICU staff.

2. Factors of Abuse
The main factors of newborn abuse are as follows [4]:

1. Risk factors on the part of parents (unwanted pregnancy/childbirth, young pregnancy/childbirth,
parents with mental illness, etc.)

2. Risk factors on the part of the child (premature birth, disabilities, and other factors
that make parenting difficult)

3. Risk factors related to child rearing (financial distress and social isolation of the fam-
ily, single-parent families including unmarried couples, families with unstable rela-
tionships, families without support from those around them, families with frequent
relocations, husband-wife fights, violence from the spouse, etc.)

4. Other risk factors (not notifying pregnancy or birth registration, delay in application
for child healthcare, not undergoing maternity health check-up, negligence in mainte-
nance/promotion of health of unborn child and mother, infrequent visits for maternity
check-up, lack of communication with healthcare professionals, etc.)

3. The Flow of the Study

Face data represents the parents’ attributes (e.g., the number of children, their economic
stability/status, chronic diseases, history of abuse) quantified in the simplest way possible.
Observation data comprises records maintained by nurses on the parents’ behavior and at-
titude, from the moment the child is born until their admission to the NICU, as well as the
parents’ communication with doctors and other nurses.

Face data is composed of the following items:

Mother’s information “Marital status”, ‘“Physical illness”, “Mental illness”, “Intellectual
disability”, “History of abuse”, “History of domestic violence”, “Pregnancy history”,
“Birth history”, “Childcare history”, “Economic status”

99 ¢

Information about pregnancy ‘“Frequency of health check-up”, “Maternity record book”



Information about delivery “Delivery method”, “Delivery location”, “Illnesses”

4.

1. Processing observed data

Before extracting information from the observed data, a cleaning process was initi-
ated to improve learning accuracy. First, to counter the problem of inconsistency,
the terminology was standardized using a dictionary. This process aggregates mul-
tiple synonymous words into a single term. Unnecessary stop words were also re-
moved. All nouns and verbs were extracted from the preprocessed observed data
using a morphological analyzer, and the respective occurrence frequency and TF-IDF
(Term Frequency-Inverse Document Frequency) value were calculated.

. Correct answer label

First, a document was prepared to state whether the parents analyzed the committed
abuse after the child was released from the hospital (or whether the nurse felt a risk
of child abuse). Then, the document was compared with the face data sets and ob-
served data as correct answer labels. With this, this system builds a model that can
accurately predict the correct answer label from each piece of face data and observed
data through supervised learning.

. Analysis method

Because the features obtained from face and observed data (volume of vocabulary)
are huge, it is difficult to use these date as training data for machine learning. There-
fore, a dimension reduction process using a feature selection method and principal
component analysis was carried out. Then, we built three models: (1) using only the
face data, (2) using only the observed data, and (3) using both sets of data. The re-
spective prediction accuracy of each model was compared. Multipul classifiers were
used to compare the data models and verify the risk classification accuracy. To pre-
vent overlearning in the calculation of accuracy, cross-validation was performed. The
assessment of this study focuses on accuracy and, especially, on recall. This is be-
cause the system is designed to detect the risk of child abuse that is, since it concerns
the life of newborn babies, absolutely nothing can be overlooked.

Result

We carried out an experiment to classify whether the nurse felt at risk or not. We used the
scikit-learn module as a machine learning tool for classification. We adopted SVM, Logistic
Regression, Random Forest, and AdaBoost Classifier as classification learning models. 5
cross-validation performed to each classification results. Table 1 shows each classification
results.

S.

Conclusion

In this study, the risk of child abuse was determined using data from 166 cases.AdaBoost
Classifier shows the highest value in Accuracy, Recall, Precision, F-value performance met-
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Table 1: Classify result

Method Accuracy | Recall | Precision | F-value
SVM 0.778 0.500 0.390 0.437
Logistic Regression 0.778 0.500 0.390 0.437
Random Forest 0.881 0.732 0.934 0.779
AdaBoost Classifier 0.995 0.988 0.997 0.992

rics. AdaBoost is a very popular boosting technique that aims at combining multiple weak
classifiers to build one strong classifier. Since the classification result of this system is re-
lated to life rescue, it is very important that the recall value is high.

The Model is still unreliable due to small number of data. However, we believe it can be
a useful tool to improve the quality of medical care. If the algorithm used in this study can
be incorporated into electronic medical record systems, it would be possible to quantify and
register the impressions and risk gauged by medical staff in every childbirth case, and can
also be shared much more efficiently. Also, if the staff realizes that their notes help directly
identify the risk of child abuse, it may make them more sensitive to this problem and write
their reports more accurately.
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Abstract. In this study, we developed a question generation support system for kanji reading
and writing for Japanese learners. This system adopted a multiple-choice question method.
In addition to helping instructors develop reading comprehension tests, this system can be
used to support autonomous learning for students of Japanese.
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1. Introduction

Many Japanese-language education institutions inside and outside Japan provide reading
comprehension instruction to students. Computers have been used in Japanese-language
reading comprehension instruction since the 1980s, primarily to provide learning materials
and select teaching materials from the Internet [1, 2]. However, the authors of this paper
were unable to find research focused on the use of computers in reading comprehension
assessment.

Reading comprehension is commonly assessed through specific tests designed to verify
students’ ability to understand given texts. Instructors spend a great deal of time and effort
writing the questions of these tests, either by reusing questions used during class or by
writing questions based on new but similar texts.

We are currently building a system that automatically generates reading comprehension
questions for Japanese texts in order to support students (especially international students)
who are learning Japanese. We have already developed systems that automatically generate
supplementary noun/verb phrase questions, conversational sentence rearrangement ques-
tions, and supplementary questions on frequently appearing words.

In this study, we developed a question generation support system for kanji reading and
writing for Japanese learners. In addition to helping instructors develop reading comprehen-
sion tests, this system can be used to support autonomous learning for students of Japanese.

“This work was partially supported by JSPS KAKENHI Grant Number 19K11834, 19H01270, and
20K11093 and Nagaoka University of Technology (NUT) grant for collaborative research with National In-
stitute of Technology (NIT).
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2. Kanji Reading Questions

Kanji reading questions are answered by choosing the correct reading of a kanji in a speci-
fied part of a sentence. Learners choose from the given answer options. Each answer option
includes four possible answers: one correct answer and three wrong answers called “dis-
tractors.” Learners can specify the difficulty level of the question. The system automatically
generates questions with varying levels of difficulty that align with the language-ability lev-
els N1 to N4 in the Japanese-Language Proficiency Test (JLPT).

We describe the process of automatic generation of kanji reading questions.

The question creator decides which kanji to use as an answer to the question. The target
of the reading questions and the kanji to be answered are determined from among the kanji
acquired in the lower grades of Japanese elementary schools for learners at the N4 level, in
the upper grades for learners at the N3 level, in Japanese junior high schools for learners at
the N2 level, and in high schools and above for learners at the advanced N1 level. However,
the parts of speech of kanji are limited to nouns, adjectives, and verbs. Naturally, many of
the kanji learned in the lower grades of elementary school are basic and appear with high
frequency in Japanese texts.

Texts containing the selected kanji are automatically extracted from various corpora
(newspapers, novels, fairy tales, nursery rhymes). The extracted texts are automatically
summarized so that they are not longer than seven sentences. The summarization mechanism
uses MeCab and CaboCha tools, and unnecessary modifications are removed based on SVO
syntax. If the summarized text contains one or more kanji of a higher difficulty level than
that assumed by the question creator, the text is discarded.

2.1. Generating Distractors for Kanji Reading Questions

Each answer option includes four possible answers: one correct answer and three wrong
answers called distractors. Many studies have been conducted on the automatic creation of
answer options [3, 4]. We describe our method for generating distractors.

[R1] The first method is to include among the distractors a different reading from the
correct one. For example, for a kanji whose correct answer is the on-yomi reading, the kun-
yomi reading is included in the distractors. Similarly, when the correct answer is a kanji
with a kun-yomi reading, its on-yomi reading is included in the distractors.

[R2] As a second method, the readings of kanji that are synonyms of the correct answer
or have an opposite meaning to the correct answer are included among the distractors.

[R3] For questions in which students are asked to read a kanji with a jyukugo-kun read-
ing that is neither an on-yomi reading nor a kun-yomi reading, the reading of an associative
word of the kanji is included in the distractors.

3. Kanji Writing Questions
Kanji writing questions are questions to assign the appropriate kanji to specified hiragana

parts in a text. The structure of the answer options is the same as in the kanji reading
questions.
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The question creator decides which kanji to ask the learners to write. Text containing
the target kanji is automatically extracted from various corpora and summarized so that the
length is no more than seven sentences.

3.1. Generating Distractors for Kanji Writing Questions

As in the case of kanji reading questions, there are four answer options for kanji writing
questions, which consist of one correct answer and three distractors.

[W1] The first method is to include among the distractors other kanji that have the same
reading as the correct answer. This process is implemented using a tan-kanji dictionary.

[W2] In the second method, we include among the distractors kanji that are similar to
the correct answer or that easily come to mind based on the correct answer. This process is
realized using the kanji synonym dictionary and associative kanji dictionary.

[W3] The third method includes homophones of the correct kanji among the distractors.
There is a large number of homophones in kanji, especially in jyukugo (idiom). This process
is implemented using a homophone dictionary.

[W4] In the fourth method, kanji similar in shape to the correct answer are included
among the distractors. Since kanji belonging to the same radical class are similar in shape,
other kanji with the same radical as the correct answer can be used as distractors.

The questioner inputs the difficulty level of the question and the correct kanji into the
system. The system automatically generates multiple kanji reading and writing questions
according to the given difficulty level, and multiple answer options corresponding to those
questions.

The questioner brushes up to a more sophisticated question by selecting each generated
question and answer option, and modifying it by editing. Completed questions are stocked
in the question database according to the difficulty level.

Learners can expect to improve their Japanese proficiency by inputting the appropriate
difficulty level and question type (reading / writing question) into the system and solving the
questions given.

4. Verification Experiment

We verified the system’s validity and accuracy by monitoring three Japanese (Japanese A,
Japanese B, Japanese C) and five international students. Among the international students,
one had Japanese proficiency at the JLPT N1 level, three at the N2 level (N2 level A, N2
level B, N2 lebel C), and one at the N3 level. Table 1 lists the results of tests conducted
using the 20 supplementary conjunction questions generated by the system. The first col-
umn of the table shows the problem tester axis. The second column of the table shows the
question number, and the third column shows how many of the 20 questions were answered
correctly. Correct answers are indicated by a circle(Q), and incorrect answers are indicated
by a cross(Xx).

All the Japanese participants achieved perfect scores, while the ratio of correct answers
among the international students varied based on their individual Japanese-language abil-
ity. The test participants rated their satisfaction with the test as generally high. Going
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forward, we plan to generate more diverse questions for the tests, as well as to implement
a mechanism that automatically generates questions of difficulty-levels compatible with the
Japanese-language abilities of the test-takers.

Table 1: Results of verification experiment

Question number
Tester 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 | Correct
Japanese A 1O O O O O O O O O O O O O O O O O O O O 20
JapaneseB | O O O O O O O O O O O O O O O O O O O O 20
JapaneseC | O O O O O O O O O O O O O O O O O O O O 20
Nllevel |O O O x O O x O x O x O O O O O O O x O 15
N2level A | O O x X O O O x x O O x O O O O x x x O 12
N2levelB |O x O O O x O x x O x O O O O O O O x x 13
N2levelC | O O X X x O x x O O O x O O O O O x O O 13
N3 level X O x x O x O x x O x O x O 0O O x O x x 9

5. Conclusion

In this study, we developed a system to support the creation of kanji reading and kanji
writing questions. The quality and accuracy of the questions generated by the system were
largely evaluated favorably in the verification experiments.

When the question creator inputs the difficulty level of the question and the correct
kanji, the system automatically generates kanji reading and writing questions according to
the given difficulty level, as well as multiple answer options corresponding to the questions.

The question creator sifts through the generated questions and answer options and edits
them as necessary to polish and refine the questions. The completed questions are stored in
the question database according to their difficulty levels. This system significantly reduces
the amount of work required and the burden on the question creator and can dramatically
increase the productivity of question writing.

Learners can input the level of difficulty and the type of question (reading or writing
questions) according to their own proficiency level into the system, and solve the questions
to improve their Japanese-language ability.

Our future challenges include the automatic generation of more appropriate questions
that match the learners’ level of proficiency, offering questions from fields and genres of
interest to the learner, and implementing the system as a web application.
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AHFZETlL. SSB° DSBIZ 72735 & DNA IC K E 7R % KT AIHEMED & 5 AP
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1. Introduction
Deoxyribo Nucleic Acid (DNA)XT A% U AR—R LU VEEN D 72 5 B8 & )

SRR SN DL < DEMDBCIHEHROMK L RHAZHOMETH D, 2AKDKY X
7 VAT FEIT, FAR 7R M (AT 6. G-C HiZERh M DKFE R A IZ & W K&

41



JSST 2022

L., F&X _HOLEAEEEZ E->TWND,

DNA (7 VX AR b, RIS 72 S0, ZOREBETHETH Z L1 H
%o FFIZ 2011 FFE-OFE B 8 — I 1 158 AT R C L SRR G Y S R & 72 o 7203
F BRI S 7= &, Mlao I H D8R T OARIKTH S DNA (LEE SIS 2
&P %, DNAHBBIZIZ.DNA O 77 = NI LT 8-4 % Y 77 = /(80x0G),
HE LS L U 7= 4 FS 3BT (apurinic/apyrimidinic site, AP #3{Z), DNA —HE LA DE
$HD I % — AR EHY) Wi (single strand break, SSB). % 721X 3Gl 5 AKEHY])
#r(double strand break, DSB)72 &3 5, T L OEENRIMICEELZLHHD |
7T AR =G LT TV D, BUNCA U BEIT, @, RNoRESEIC L EE
SNDD, EREN-T=0 7T AX—bT D ERRICLDEEN R0
JAFERCINANZEN D Z D D,

HEFRREIZ K 5 DNA 5 FEE~OEBIL, 0 FEIJFMD) I 2 L—3 3 T
KOV SNTE(L,2], AP SBALEAEENIZ 2 2B D7 T A X —HEEIZ S\ T
FAROLNTEN, F—HICHIEAITOWNTIIHFZE STV, W70 AP EB{7
DENOBERIZL > THIAIBEIND LB 2D, BEEHINTI R0, &
DIEESCEM BT L o TR, ARBFFETIEL, [F—8 LD AP 7 7 A % —(C
DWNTMD v 2 b—ya & fr-o7z, MD AT DNA OfEE#R A 70 1L~V T
B ENTED, MDEENS Y T AKX —HEIZ L > TDNA OFENR ED L H I
AT HO0EH LN LT, 72, [A—8HD AP 7 7 A% — LHHiHD AP 7 7 X
A —DENHALMNIT D,

2. Models & Simulation

LLFD L 92K DNA LHEEDNA ISR LTMD I ab—3i g U &{To 77,
Y3al—var V7 MI, et MD R, RHEREROMT R ENTE D,
AmberTools20 Z = [3],

2.1 KRB DNA

AmberTools20 @ Nucleic Acid Builder &3 = — /L% FIVWTHRABE D DNA 2 1ER% L 7=,
HE REROHIITRER B N FEBRTHER L7z b 0D —#8 % v 7=[4], &IZ. AmberTools20 O
XLEAP ¥ 22— /L ZHWT, BREZHT 572Dk A 4 (Na)%& AL, DNA O
JE D ZERIEOK) Tt 72 L7z, DNA @ /15313 AmberTools20 @ bscl /)45 % . /KD J1351%
TIP3P /135 % V=, BITEJ\ AR o J& B S St (i o0 BEBEL K 90 A) & 3% 7E L 7=,
BEWNT, WL LA D= NFXF— %2 H/ME LTk, RERO= VX —%K/Mb
L7z, o 7flE 2 HEE & LT, AIRERAR v 7 2O ZEE LT MD #HHE
Z B4R L7, 20ps(10,000 27 7' 1 AT v 7 =200 T, ROBEE 0K 75 310
K &£ CHIR L2 RE A 310 K ITHERF L, — &+ 71(1 atm) T 9ns O P b 217> 7,
2.2 #f5 DNA

Z DX 9T LT L= KR DNA(Fig.1 (a)) (2. AP iz 1 2 FrE7-1% 2 »»
ATff A L7=(Fig.1 (b)), AP ¥BAZOJFFE i, Gaussian & FIREERFE N GRDT=H D
Z Wiz, ERRAREE DNA O34 & FEIC LT, xLEAP £ 2 — V&2 W T, %A
A (Na), WO EZ Mz, =3 X —F/MbE2IT o7, JEWERER v 7 A DK
ZEELTMD RHEEFMG L7, ROWREEZ 0K 2056 310K £ THIRLZ%, BEL
310 K IZHERF L. —EE/1(1 atm) T 50ns O MD #tH 21T -7, EFED 7 o¥ 2% Fig2
(RS 7 FESEOES DNA ICK L TIT-7-, 185 DNA OREZL A5 70,
5 DNA OFR-¥) — Fefli 75(root mean square deviation, RMSD) & C1°- C1° FEFf & fi#tT L
7o HHED = O AAEME DNA TR LT [REEDRAT 21T > 7=,
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Fig.3 Temporal evolution of RMSD of damaged DNAs composed of AP sites and an undamaged
DNA.

3. Results

3.1 Global structural change
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Fig.4 Temporal evolution of C1’-C1’ distance of damaged DNAs composed of AP sites and an
undamaged DNA.
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3.2 Local structural change
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4. Summary

AP R84 FICAER L7235 a 1B W T DNA O FRES TR X 7R i 854 %
FAHZEN, BFEINFEY I 2= a il k0o TE T2, 20X ) by ks
DI, BRI L D HREDEEICEEE 5 2 5 TREMEIC O W THREE L TV < LEER
HbH, S%IFE. LVEWEROMD VI 21— 3 U A{T5 T DNA ORSEZE(L % S
DITENT L, 1815 DNA OfEZEL & BRI K DEE OB 2 50T 5,

References

[1] E. Bignon, H. Gattuso, C. Morell, F. Dehez, A. G. Georgakilas, A. Monari, and E.
Dumont. Nucleic Acids Research, 44 (2016), 8588-8599.

[2] H. Fujimoto, M. Pinak, T. Nemoto, P O’Neill, E. Kume, K. Saito, H. Maekawa, Journal
of Computational Chemistry, 26 (2005), 788—798.

[3] D.A. Case, K. Belfon, I.Y. Ben-Shalom ef al. (2020), AMBER 2020, University of Cal-
ifornia, San Francisco.

[4] N. Shikazono, P. O‘Neill, Mutation Research, 669 (2009), 162—168.



JSST 2022

CGAN ZAHWBE8I— T
Using CGAN Automatic Code Estimation

AR FES L) R 522
Ryuto Morita!*, Takashi Hara?

VEERS TEES SE R SR AU A T A T
2 VLR TR E A R

! Advanced Electronic and Information Systems Engineering,
National Institute of Technology, Kagoshima College
’Department of Information Engineering,

National Institute of Technology, Kagoshima College

*b16166@kagoshima.kosen-ac. jp

KHFLD T NR—=r8—1F, HEY I 2L — a VESHGECERIN TV ET,

DOI: https://doi.org/10.11308/tjsst.15.42

45



JSST 2022

TREEBIRIC K D THEE 2R L 7B B AR AR D i
Identification of Road Signs

Using Shape Estimation from Depth Images

ZH U B ik R 2
Haruka Aiko!", Kazuhiro Takeda?, Takashi Hara®

VLR TR SR HER BRI AT A THHK
PREVL R TR A I TRt

! Advanced Electronic and Information Systems Engineering,

National Institute of Technology, Kagoshima College
2Department of Information Engineering,
National Institute of Technology, Kagoshima College
*bl6126QRkagoshima.kosen-ac. jp

Abstract. Identification of road signs is important for automated driving of automobiles. In
some cases, road signs cannot be correctly identified because some of them are hidden by ob-
stacles such as roadside trees, or because their patterns are similar to those of road signs, re-
sulting in misrecognition. Therefore, this study aims to improve identification accuracy by re-
moving obstacles using depth images. In addition, by understanding the shape of the object,
misrecognition of objects with similar patterns is reduced.

Keywords: Automatic Driving, Road Sign, Obstacle, Identification
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Abstract. Recently, with the progress of computerization of automobile mirrors, there are
increasing opportunities to see images taken at night. Normally, an image taken at night
shows a bright light source such as a street light, and another background or a building looks
dark in the image taken at night, resulting in poor visibility. Therefore, we propose a method
to brighten the nighttime image naturally by using the histogram created from the pixel val-
ues. This method makes it possible to make a dark image brighter and easier to see as a
whole.

Keywords: Night Images, Electronic Mirror, Visibility
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Abstract.

Deformable swelling particles interacting with Newtonian fluid was computed using
the combination of direct-forcing immersed boundary method and mass-spring model. The
swelling of the object was simulated by changing the natural lengths of the spring models. In
addition, the solid-solid interaction is treated by utilizing the distinct element method. Two
cases of interaction between multiple swelling objects and Newtonian fluid are proposed.
As a result, it was shown that the basic behaviors of the swelling-deformable objects are
reasonably calculated with the present method.

Keywords: Fluid-solid interaction, Swelling, Deformable object, Immersed boundary method,
Mass-spring model

1. Introduction

The interactions between Newtonian fluids and swelling bodies with deformable properties
are introduced in this study. The combination of direct-forcing immersed boundary method
(DF/IB) [1] and mass-spring model (MSM) [2] is proposed for the computation of the inter-
actions of fluid and deformable solid. In addition, the swelling of the object is proposed by
changing the natural lengths of the spring models. The solid-solid interaction is treated by
setting CDS (contact detection sphere) along the solid boundary to detect particle collisions
for DEM computation. The Lagrangian (mass) points used in the MSM-DF/IB computations
share the same points for the placement of CDS used in the particle collisions. Furthermore,
as the swelling computation is utilizing the natural spring length used in MSM, the coupling
of the three methods in one computation is fairly easy.
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2. Numerical method

The fluid is assumed to be incompressible, and the momentum equations are given by

Ou;  O(uju;) 1 dp u;
—-— + =——_—+v—+fit+ 4, 1
ot 0x; pr 0x; V&x? S M

where u; is the velocity component in x; direction in two-dimensional Cartesian coordinates,
tis time, x; is the component of the Cartesian coordinate system, p is density, v is kinematic
viscosity, and p is pressure. In addition, u; is the velocity component, f; and A; are the
external and fluid-solid interaction forces in x; direction.

For the details of the computation of MSM-DF/IB, the reader are referred to the detailed
explanation by Guinea et al. [3]. The swelling of objects is calculated by increasing the
natural spring length used in the mass-spring model. As the value of the natural spring
length increases, the restoring force acts on the mass points and the distances between them
also increases. The swelling scheme is applied to the computation of the swelling of a
single hydrogel particle and gives a good agreement when compared to the experiment as
introduced in Guinea et al. [4]. In the proposed method, it is assumed that the volume
increase of the object is equal to the absorbed fluid. Additionally, for simplicity, the density
of the object is assumed to be constant in this study.

3. Applications

3.1. Sedimentation of a single particle in fluid

A swelling particle with initial diameter Dy = 0.25 and density p; = 1.25 is set inside a
2 x 8 area. The particle is dropped from the initial position of (1, 6) and falls freely with the
gravity acceleration of —980. The particle swells from # = 0.30 until the maximum diameter
Dy = 0.30. The surrounding sides are treated as non-slip boundaries. The fluid density p ¢
and kinematic viscosity v are 1.0 and 0.1 respectively. The spring constant and coefficient
of restitution of mass-spring model k; and e, are 4 x 10® and 0.5. The number of fluid cells
used in the computation is 200 x 800, the number of Lagrangian points N; is 70, and At is
5 x 1073 The calculated particle velocity in y direction is observed and compared with the
case of sedimentation of non-swelling particle with D = 0.25 and D = 0.30.

The changes of the particle diameter and the time history of the particle velocities can be
seen on Fig. 1. The computation shows reasonable results between the three computations.
On the non-swelling particles, the terminal velocity of the particle with smaller diameter
(blue line) is smaller, causing the particle to reach the bottom side later than the particle with
larger diameter (green line). The red line represents the velocity of the swelling particle.
Prior to t = 0.3, the velocity of the swelling particle is equal to the blue line where the
particle is identical in size. Afterward, the particle starts to swell and the velocity gradually
reaches the green line. In addition, due to the increase of the particle velocity on the swelling
particle, it reaches the bottom side before the particle with D = 0.25 and after the particle
with D = 0.3.
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Figure 1: Comparison of diameter and particle velocities between the three cases

3.2. Multiple objects transported in two-sided lid-driven cavity flow

Multiple deformable solid particles with various sizes are arranged inside the 2D computa-
tional area filled with fluid as it can be seen on Figs. 2 (a) and 3 (a). The computational
area is filled with fluid with kinematic viscosity v = 0.01 and fluid density py = 1.0. The
surrounding walls are treated as non-slip boundaries. The top and bottom walls move in hori-
zontal direction with velocities usop,1 = 1.0, us0p2 = 0.0, tposrom,1 = —1.0, and uporom2 = 0.0.
The Reynolds number Re is 100. 16 particles with the initial diameter Dy varied between
0.1 and 0.15 with density p; = 1.5 are set up on the computational area. The spring stiff-
ness ks of the particles are set between 0.56 and 0.88, with the coefficient of restitution
ey = 1.0. For the DEM computation, the values of spring constant kp , in normal direction
is 1.0 x 107. Tangential contact forces is assumed to be 0 in this computation. The coeffi-
cient of restitution ep of DEM computation is 1.0, and the radius of the contact detection
spheres is 0.167D. The number of fluid cells used is 100 x 100, while the number of mass
(Lagrangian) points N; is 21. In addition, the time increment Az is 1.0 x 107, Two cases are
computed in this study. In both cases, velocities on top and bottom walls are stopped after
t = 10. Non-swelling particles are introduced in the first case, while swelling particles are
on the second case. The particles on the second case are set to swell linearly with the slope
of 3 x 1073 until the maximum size D, of 1.5D.

Figures 2 and 3 show the computation results on the non swelling and swelling particles.
The black lines represent the line connecting the mass (Lagrangian) points, and red lines
represent the line connecting the outer side of the contact detection spheres. Additional lines
are drawn connecting the surface and the center of the object to help observe rotation on the
particles. Due to the movement of the top and bottom wall, deformations can be observed
especially closer to the moving top and bottom wall where velocity is higher and when
the solid-solid and solid-wall contacts occur. After the velocities are stopped on ¢ = 10,
we can see the particles move only with their remaining speed and finally stopped. The
trajectories of the center points of the particles for 10 < ¢ < 20 can be seen on Fig. 4. It can
be observed that the non-swelling particles are moving further than the swelling particles
after the velocities are stopped. In addition, after the velocity is stopped, the particles on
the second case are still swelling. As a result, the particles push each other, causing slight
movement as it can be observed on the discontinuous lines on Fig. 4 (b).
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Figure 3: Computation of swelling particles
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Abstract.

Controlling heat and particle loads on the divertor plate is one of critical issues for nuclear
fusion reactor. Lagrange —Monte-Carlo(LG-MC) Scheme has been developed to analyze the
SOL plasma in three-dimension and evaluate heat and particle loads on the divertor plate. In
this study, to analyze a liner plasma device and validate the code, model for a particle recy-
cling (production of neutral particle and its ionization) has been implemented into the
one-dimensional LG simulation. The improved code successfully reproduces the qualitative
characteristics of a particle recycling.

Keywords: nuclear fusion, divertor, SOL, Lagrange —Monte-Carlo(LG-MC), particle recycling
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Consideration of "Preventing deforestation and Forest
preservation activities in Myanmar"
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Abstract. Deforestation become one of the most common problems around the world.
Deforestation occurs due to various reasons including farming, logging, mining, and
urbanization. The loss of trees can cause flooding, climate change, soil erosion, etc.
Deforestation occurs in all regions including Myanmar. The population is increasing rapidly
and we need more space to survive more, to cultivate and consumption. Human have
responsibility to stop deforestation. In this paper, we will consider about the deforestation
effects and search a few solutions to solve this current problem in Myanmar which include
consideration on deforestation-free rubber plantation.

Keywords: Deforestation, Forests, Deforestation-free Rubber Plantations, Activities
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Simulation of radiation source location estimation
using Compton camera
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Abstract. A Compton camera is a measuring instrument that can estimate the location of ra-
diation sources and visualize the distribution of radioactive materials. We thought that if we
could perform an analysis based on the principle of Compton camera, we could improve the
accuracy of the source distribution estimation. In this study, we attempted to estimate the
source location by analyzing radiation behavior using simulations based on particle transport
calculations.

Keywords: Compton camera, Compton cones, scattering angle
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Table 1 Energy in each detector and scattering angle

Detected energy | Detected energy | Scattering
in the scatterer | in the absorber angle
[MeV] [MeV] [degree]
regl12~210 x
regl12~211 0.006 0.657 6.9
regl12~213 0.029 0.634 153
regll12~214 x
regll12-~202 0.050 0.613 20.4
regl12~207 0.019 0.644 12.3
O] 0.004 0.659 5.6
regl12~217
@ 0.079 0.584 26.4
@ 0.048 0.615 20.0
regl12~222
@ 0.077 0.586 26.0
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Fig.5 Overlaid figure of 8 Compton cones
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Verification of Estimation Accuracy for Shield
Distribution Aggregation using Machine Learning
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Abstract. In this study, we estimated the radiation source distribution and the shield distribu-
tion from the y-ray spectrum using machine learning, and examined how the difference in the
aggregation degree of the shield distribution affects the estimation accuracy. The data for
machine learning was created by Monte Carlo simulation, and the y-ray spectrum was input
to the training data, and the distribution of the radiation source and shield was input to the
answer data. As a result, we showed that the larger the aggregation degree of the shield dis-
tribution, the higher the estimation accuracy.

Keywords: Machine Learning, Monte Carlo Simulation, Fukushima Daiichi Nuclear Power Plant
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Multiscale analysis of magnetic materials in the mesoscopic region
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Abstract. In magnetization analysis, the crystal structure can be considered by the Monte
Carlo method. On the other hand, analysis using the LLG equation makes it easy to calculate
magnetic clusters of a size that is difficult to calculate with the Monte Carlo method. In order
to analyze the magnetization of the magnetic material in the mesoscopic region considering
the crystal structure by combining the two analysis methods, the magnetization processes of
each method were compared.

Keywords: micro magnetic simulation, LLG equation, Monte Carlo method
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The Benefit of Data Augmentation Performed by Sur-
rogate Modeling
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Abstract. This study proposes a method of data expansion in the analysis of inverse problems.

An inverse problem is a problem in which the cause is estimated from the measurement data
detected, as opposed to a forward problem in which the result is estimated from the cause or
condition. There are many examples of inverse problems in the field of materials and structures,
and machine learning has been used for their analysis in recent years. For example, machine
learning has been used in various cases such as nondestructive inspection of structures[1] and
identification of impact loading conditions[2].

Since inverse problems are often estimated with insufficient parameters, they require a larger
number of data for analysis than simple forward problems. For this reason, physical simulations
are often used to prepare the data set.

However, the computational cost of physical simulation is high, and this can be a major obstacle
when large-scale analysis is required within a limited time frame or when high-performance
computers are not available.

As a solution to this problem, this study focuses on the method proposed by G. R. Liu (2019),
which uses surrogate model data expansion as an alternative to physical simulation [3]. In this
study, we will test the effectiveness of this proposed method using data from structural internal
defect estimation.

Translated with www.DeepL.com/Translator (free version)

Keywords: Surrogate Model, Machine Learning, Inverse Problem, non-Destructive Inspection
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Configurational Entropy of a Monatomic Glassy System
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Abstract. The glass transition is one of the major unsolved problems in condensed matter
physics. A theoretical framework that can explain the glass transition in a unified manner
does not yet exist, and various theories are currently being proposed. One of the most prom-
ising candidates is the theory based on the configurational entropy, which is the entropy cor-
responding to the number of atomic configurations. Various methods have been proposed to
estimate the configurational entropy in computer simulations. In general, it is not easy to cal-
culate only the configurational entropy, since the total entropy is composed of multiple con-
tributions including configurational, mixing, harmonic vibrational, and non-harmonic vibra-
tional components. Therefore, the relationship between the configurational entropy and the
structure is still a central issue for the study of glass transition. To discuss this relationship
quantitatively, we calculate the configurational entropy in simulations using a monatomic
glass-forming model where the atoms interact each other isotropically.

Keywords: Molecualr dynamics simulations, Configurational entropy, glass, Adiabatic switching,

Reversible scaling, Isotropic monatomic system
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Numerical analysis of hydrodynamic equations using

Spreadsheet software
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Abstract. In this study hydrodynamic equations, the continuity equation and the Navier-Stokes
equation were analyzed using a spreadsheet functions of Microsoft Excel, with an iteration by
the Newton-Raphson method. Rayleigh flow problem was solved by proposed method as an
example. And it matched well with the theoretical solution.

Keywords: Numerical analysis, Microsoft Excel, Spreadsheet function , Navier Stokes equation,

Newton’s method

Introduction

The purpose of this research is to establish a method for using spreadsheet software to ana-
lyze differential equationst*l. This method does not require any programming, and differential
equations can be analyzed by simply entering mathematical expressions into the cells of Ex-
cel. The method is also capable of implicit analysis, which allows a wider range of applicable
equations and shorter computation time than the explicit method. In this report, the proposed
method is applied to the Navier-Stokes equations of fluid dynamics to analyze the Rayleigh
problem, and its validity is verified.

Numerical analysis of differential equations by Microsoft Excel

Numerical analysis of differential equations using Excel can be roughly classified into two
types: one is to write a program using VBA (Visual Basic Applications) and the other is to use a
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spreadsheet function.The impilict method [ has come up as a new method in place of the ex-

pilict method. This method discretizes differential equations, applies the Newton-Raphson
method to obtain an iterative formula to solve the obtained difference equation by the implicit

method, inputs the formula into Excel cell, and finds the solution by iterative calculations.

This method can be analyzed in the same procedure regardless of the type of differential
equation. It has been applied to ordinary differential equations and partial differential equa-
tions. This study aims to apply the method to a more complex partial differential equation
such as Navier-Stokes equation of fluid dynamics, and presents analytical results for the Ray-
leigh problem.

Unsteady analysis of Rayleigh problems

The Rayleigh problem®! is an unsteady flow generated in the fluid near the bottom surface
when the tank is filled with fluid and the bottom surface suddenly moves from rest position to
x direction at a constant velocity U, as shown in Figure 1. As shown in the figure, the flow
velocity occurs parallel to the x-axis and its value decreases as it moves away from the wall
surface which is y=0.

y
_u(y)

O0 U»x

Fig. 1 Rayleigh flow problem.

This problem is solved using the conservative form of the following Navier-Stokes equation

(x component), which is a fundamental equation in fluid mechanics.

E)u+(')( )+6( )+16p 6(6u> 6<6u)_
xuu 8yvu pox Ox Vax dy Vay -

€Y)
The flow velocity is uand v in the x and y directions, time is t, pressure is p, density is p, and kine-
matic viscosity is v (=u/p). For the present analysis, it is assumed that the flow does not occur
in the y direction (v=0) and that no pressure change occurs (dp/0x=0), and only the differen-
tial equation (1) is analyzed by the following procedure.

1) Conversion to differential equation
2) Application of the Newton-Raphson method
3) Input data to Excel and perform analysis
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3.1 Conversion to difference equation

In numerical calculations, the domain is divided into a grid. For each grid point (i, j), Eq. (1)
is integrated over the neighboring rectangular domain and discretized by the finite volume

method to yield the following equation.

pAXAY . e n n+12 n+1 2 HAY - i1 n+1 n+1 n+1
AL (ui,j - ”i,j) +ply (“i,j ~Ui-1j ) T oAy Wit T Uim1j T W T U
n+1 n+1 n+1
plx ( Uiy g T U1 — 2% U > _ @)
n+1 n+1 n+1 | — FLJ
2Ry \=2 iy wiTy g U

Equation (2) becomes 0 once the solution u; j is determined, but in mid process step, the left
side becomes Fij.

3.2 Application of the Newton-Raphson method

This method finds the solution by decreasing the residual F; j through iterative calcula-
tions.When applied to equation (2), the new velocity u; j"** at time n+1 can be obtained. The
principle equation is as follows, assuming the number of iterations to be k.

F. .

k+1, n+1 _ k+1, n+1 L]
wj = TR 3)

ST

oug

Substituting the left-hand side of equation (2) for the residuals F; ; in the principle equation (3)

yields the following equation.

pAxAy
At u{f}fl - u{_l]-)
2 2

+pAy (u?jr1 —uit )

HAY ¢ nt1 n+1 n+1 n+1
~9Ax (”i+1,j Uiy T W U

n+1 n+1 n+1
phx ( Uil je1 T U1 — 2% U )

n+l o n+l n+1
k+1, n+1 _ k, n+1 _ 2y \-2+ Upj T Uy T U
pj = Wi pAxAy

i—
At

4)
A Ax (
+ 2pAyultt + _lZIAi + MA_y

Converge equation (4) with Excel iterations to obtain the solution ui j"** for all grid points (i, j).
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3.3 Enter data into Excel and perform analysis

The analysis is performed by entering equation (4) into all cells in Excel. The analytical
conditions are as follows: height h=4x10* [m], number of divisions Ny=40, Ay=10" [m],
At=10"2 [s] for space and time increments, the fluid used is water (density p=10° [kg/m?],
viscosity =107 [Pa-s]), and velocity U=1 [m/s] for the bottom surface. The boundary con-
ditions for the lower surfaces were the adhesion conditions (u=U at y=0).

Figure 2 compares the analytical result u at t=0.01 (n=10) with the theoretical solution. In
the figure, the symbols marked with e are the results obtained by Excel, and the solid line is

the theoretical solution (Rayleigh solution (4)). The figures alings with each other.

0.0004f—————————————————
® : Excel _
— i == : Theoretical solution
E. 0.0002} :
> I
O0 1

u [m/s]
Fig. 2 Unsteady flow velocity profiles predicted by the Navier-Stokes equation (1) and

analytical solution.

4. Conclusion

The method of using spreadsheet software to analyze differential equations was applied to
the Navier-Stokes equations to analyze the Rayleigh problem, and the validity of the results

was confirmed.
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Analysis of cycle-to-cycle variation components
in engine cylinder flow

RN H Y, O —
Shizuka MORIKAWA', Yuichi ITOH*

UREE TS E MR SR ik - T A7 L LHHEK
PARHE T M SRR S T2
! Advanced Course of Mechanical and Electrical Engineering, National Institude of Technology,
Kisarazu College

2 Department of Mechanical engineering, National Institude of Technology, Kisarazu College
*itoh@m.kisarazu.ac.jp

Abstract. In recent years, cycle-to-cycle variation has attracted attention in the development
of internal combustion engines for automobiles. The cycle-to-cycle variation occurs when the
combustion state changes. This cycle-to-cycle variation can be reduced the exhaust gas com-
position and higher thermal efficiency. If this fluctuation can be suppressed, harmful exhaust
gas can be reduced and high thermal efficiency can be obtained. Factors that cause cycle-to-
cycle variation include in-cylinder flow distribution, fuel concentration distribution, and in-
cylinder temperature distribution. Therefore, in this study, we focused on the cycle fluctuation
of the engine cylinder flow and analyzed the difference of the engine cylinder flow depending
on the length of the intake pipe using the 3D fluid simulation software HINOCA. As a result,
we were able to extract and evaluate the cycle-to-cycle variation component by using 3D fluid
simulation.

Keywords: Numerical analysis, internal combustion engine, cycle-to-cycle variation, engine in-
cylinder flow
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Table 1. Analysis condition

Condition name 0D ‘ 4D

Cell size [mm] 1.0

Number of cells 3,328,000 ‘ 3,428,352
Turbulence model WALE

Time integration method LU-SGS
CFL ca. 30 ca. 3.0
Angle step [deg] 0.5 0.05
Intake Total pressure anfi tempera- | Total pressure apd tempera-
. ture change inflow ture fixed inflow
Boundary condition Wall Isothermal non-slip
Exhaust Static pressure fixed outflow
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Fig.3. Visualization result (Velocity magnitude contour plot)
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