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Symposiumi

Plenary Talk
Presenter:

Prof. Hiroaki Natsukawa

Academic Center for Computing and Media Studies,
Kyoto University

Title:

Understanding System Dynamics by Combining Data-Driven Analysis and
Information Visualization

Abstract:

Natural systems are often complex and dynamic. Reductionism is not
universally applicable for natural complex systems found in biology and
elsewhere where behavior is driven by complex interactions between many
components acting together in time nonlinear dynamic systems. In this talk, |
will introduce a minimalist paradigm, empirical dynamic modeling (EDM), for
studying non-linear systems. It is a data-driven approach that uses time-
series information to study a system by reconstructing its attractor (a
geometric object) that embodies the rules of a full set of equations for the
system. Particularly, | will introduce a few recent works of visual analytics to
support the identification and mechanistic interpretation of system states
using integration EDM with visualization techniques, leads to our
understanding of complex dynamics.

Biography:

Hiroaki Natsukawa is a junior associate professor / senior lecturer in
Academic Center for Computing and Media Studies, Kyoto University. He
received a Ph.D. in engineering from Kyoto University in 2013. Although
formally trained as a researcher in the field of biomedical engineering at
Kyoto University, He has successfully crossed fields into other areas such as
information visualization, neuroscience, and more recently into nonlinear
dynamics. Currently, he has worked in the field of information visualization
and his work focuses on developing visual analytics systems enabling data-
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driven analytical reasoning by empirical dynamic modeling in collaboration
with UC San Diego. He is currently an associate editor of Journal of
Visualization, was a The 36th Annual Meeting of Japan Biomagnetism and
Bioelectromagneics Society Local Committee, IEEE PacificVis 2019 Poster
Co-chairs, IEEE PacificVis 2018 Publication Chair, The 47th Symposium of
Visualization Society of Japan Organizer, NICOGRAPH International 2017
Local Committee Chair, JSST2016 Publication Chair, JHBM18 Local
Committee.

Invited Talk

Presenter:

Prof. Tomohiro Sogabe
Department of Applied Physics, Nagoya University

Title: /)
Computation of Singular Values for Generalized Tensor Sum

(Joint work with Asuka Ohashi (National Institute of Technology, Kagawa)

Abstract:

We consider computing singular values of the generalized tensor sum of the
form

T:=1® QA+ ®BRL+CR®I, 1, (1)

where I is the n x n identity matrix and A € R™*“, B € R™"™, A € R™".The

mathematical symbol ® denotes tensor product (or Kronecker’s product). A
simple example of the tensor product is given below.

aj by, apbyy ap by, apby,

aB a,B as by, a- b, a,by a-b
A®B:=[11 12] 21011 App011 Ap1D1p dAppbyp

a,B ayB aybyy appby ay by, appby,

ayibyy by ayby azzbzz_
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apip dp
dp1 dxp
AQ®B)® Cor (AQ®B)Q® C. The size of the generalized tensor sum T in (1)
is of n° x n?, which can be extremely large even if matrices A, B, C are small.
Indeed, for A, B, C being 1,000 x 1,000 matrices, the generalized tensor sum

T can be a 1,000,000,000 x 1,000,000,000 matrix.

Though the generalized tensor sum T can be very large, it is easy to compute

some fundamental quantities of linear algebra, such as determinant and
eigenvalues. In fact, the eigenvalues of T can be written as the sum of

eigenvalues of relatively much smaller matrices A,B, and C than T. On the

other hand, unlike eigenvalues, it is difficult to compute the singular values of
T since there is no such a simple relation between the singular values of

T and the singular values of A,B, and C.

In this talk, we present recent progress on efficient computational algorithms
[1,2,3] for some specific singular values of the generalized tensor sum T,

which are based on the use of the notion of numerical multilinear algebra.

where A = [ ] . Similarly, A®Q B® C is calculated recursively by

References

[1] A. Ohashi, T. Sogabe, On computing maximum/minimum singular values
of a generalized tensor sum, Electronic Transaction on Numerical Analysis,
43 (2015), pp. 244-254.

[2] A. Ohashi, T. Sogabe, On computing the minimum singular value of a
tensor sum, Special Matrices, 7 (2019), pp. 95-106.

[3] A. Ohashi, T. Sogabe, On computing an arbitrary singular value of a tensor
sum, in preparation.

Biography:

Tomohiro Sogabe was graduated from the department of Applied Physics, the
University of Tokyo in 2001 and received Ph.D. from the same university in
2006. He worked at Nagoya university as an assistant professor, and Aichi
prefectural university as an associate professor. He is currently an associate
professor at the department of Applied Physics, Nagoya University, Japan. He
served as editors of JSIAM Letters, the Transactions of JSIAM, and currently
he serves as an editor of JUIAM journal, Springer. He will be a member of the
board of directors of JSIAM from June 2021. His research interests include
numerical linear algebra, numerical multilinear algebra, and scientific
computing. He published more than 70 international journal papers and 15
domestic journal papers include applied mathematics journals, computational
physics journals and quantum computing journal, such as AMC, AML, ETNA,
JCAM, JJIAM, NLAA for applied mathematics; IEEE TMTT, JCP, PRB, PRE
for computational physics; QIC for quantum computing journal.
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Tutorial Talk

Presenter:
Prof. Kuniyoshi Abe

Faculty of Economics and Information, Gifu Shotoku
Gakuen University

Title:

A Numerical Study of Parallel Variants of GPBICG
Method with Stabilization Strategy for Solving Linear Equations

(Joint work with Soichiro Ikuno and Gerard L.G. Sleijpen)

Abstract:

The hybrid Bi-conjugate gradient (Bi-CG) methods such as Bi-CG stabilized
(Bi-CGSTAB), Generalized Product-type based on Bi-CG (GPBICG) are well-
known for efficiently solving linear equations, but we have seen the
convergence behavior with a long stagnation phase. In such cases, it is
important to have Bi-CG coefficients that are as accurate as possible. We
introduce the stabilization strategy for improving the accuracy of the Bi-CG
coefficients.

On present petascale high-performance computing hardware, the main
bottleneck for efficient parallelization is the inner products which require a
global reduction. The parallel variants of Bi-CGSTAB reducing the number of
global communication phases and hiding the communication latency have
been proposed. In this paper, therefore, following the analogy of Cools et al.,
we design parallel variants of GPBIiCG, and examine the convergence speed
of the parallel variants with the stabilization strategy.

Biography:

Kuniyoshi Abe obtained Ph. D at Nagoya University in 1999. He began his
career as Assistant professor at Anna National College of Technology in
1998. He moved to Advanced Computing Center, RIKEN as a Contract
researcher in 1999. He was associate professor at Faculty of Economics and
Information, Gifu Shotoku University in 2003, and is professor from 2012. His
research field is numerical linear algebra, especially, he is interested in fast
and iterative solvers for linear equations.
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Symposium2

Plenary Talk

Presenter:

Prof. Hajime Ishihara

Department of Materials Engineering Science, Osaka University

Title:

Interaction of Optical Vortex and Matter Systems: from Microscopic to
Macroscopic Regimes and Linkage between Them

Abstract:

A remarkable effect in the interaction between the optical vortex and matter
systems is the transfer of the orbital angular momentum. A lot of theoretical
and experimental demonstrations have been conducted for macroscopic
rotational manipulation of matters from microscale to nanoscale objects. On
the other hand, in the microscopic regime, the optical vortex changes the
selection rule of electronic transitions, which induces unconventional spin
dynamics in solids. Interestingly, the macroscopic and microscopic degrees of
freedom are sometimes linked to each other in a unique way via linear and
nonlinear optical responses. In this talk, | will present some examples of the
above topics and puzzling aspects about them.

Biography:

Hajime Ishihara is a Professor in Graduate School of Engineering Science at
Osaka University. Since 2016, he has been the project representative of
JSPS Grand-in Aid for Scientific Research on Innovative Area “Nano-Material
Manipulation and Structural Order Control with Optical Forces”. His research
interests are the microscopic interaction between light and nanostructures
and the optical functionalities arising from their interaction. He is the fellow of
the Japan Society of Applied Physics.



Invited Talk

Presenter:

Prof. Yoshiki Kohmura
RIKEN SPring-8 Center

Title:

Generation of X-ray Vortices by Bragg Reflection from Crystals and
Microscopy to Diagnose Topological Charge Distribution

Abstract:

We developed a method to transfer the structure of dislocation in a crystal to
the Bragg X-ray wave front and performed a phase measurement that could
diagnose the dislocation. This method helps to enhance the functionality of
materials affected by dislocations. The two-beam X-ray interferometry was
performed to measure the Bragg reflected X-ray wave front from a spiral
dislocation area in a SiC crystal. As a result, a pair of fork patterns was
observed. The number of fringes changed by +1 and -1 at the phase
anomalies due to generation of an X-ray vortex with the topological charge of
+1. Kinematic diffraction simulation showed that X-ray vortices are generated
on Bragg reflected X-rays from spiral dislocation areas. This result is realized
by using sufficiently large spatial coherence of the irradiated X-rays.

Biography:

Yoshiki Kohmura is currently a Team Leader of Synchrotron Radiation
Imaging Instrumentation Team at SPring-8 facility, Japan. He received his
PhD in the Department of Physics, Graduate School of Science, the
University of Tokyo in 1994. He has been working for RIKEN SPring-8 Center
since 1996. He is involved in developing various x-ray optical elements and
methodologies for synchrotron radiation experiments. In the past ten years,
he studied the novel waveguiding phenomenon of x-rays occurring inside
slightly deformed crystals and its application to fast switching of x-rays.
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Invited Talk

Presenter:

Dr. Toru Tsujimura

National Institute for Fusion Science, National
Institutes of Natural Sciences

Title:

Propagation Properties of Optical Vortex in Magnetized Plasma

Abstract:

We investigated theoretically propagation properties of an optical vortex with
a helical wavefront in cold uniform magnetized plasmas in an electron
cyclotron (EC) range of frequencies. We describe the effects of the helical
wavefront of the vortex EC wave on the wave fields in magnetized plasmas
as anisotropic media. These effects become significant as the topological
charge of the vortex EC wave increases or the distance from the phase
singularity becomes small. The different propagation properties are also
confirmed in the propagation of Laguerre-Gaussian beams on three-
dimensional simulations with the finite element method. We found a
remarkable phenomenon on mode conversion in the vortex EC wave
propagation, which suggests an optical vortex can be a new tool to heat high-
density plasmas.

Biography:

Toru li Tsujimura received the B.Eng., M.Eng., and D.Eng. Degrees from the
University of Tokyo in 2009, 2011, and 2014, respectively. Since 2014, he has
been working as an assistant professor at National Institute for Fusion
Science, National Institutes of Natural Sciences (NINS). His current research
focuses on wave heating in fusion plasma at the Large Helical Device. He
was a representative of NINS programs for cross-disciplinary study in 2018
and 2019, leading the program on helical wavefront measurements of optical
vortices emitted by high-energy electrons.
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Symposium3

Plenary Talk

Presenter:

Prof. Kenichi Yoshikawa

Self-organization Science Research Center, Doshisha
University / Institute for Advances Study, Kyoto University

Title:

Cooperation of Real-World Modeling with Simulation toward the Problem
“What is Life?”

Abstract:

Living matter is manipulating large number of different molecules to create
spatio-temporal self-organization. Currently, many numerical studies have
been carried out to shed light on the underlying mechanisms of life.
Sometimes, these studies remain as a possible explanatory interpretation
because of the complexity of actual living systems. In the present talk, | would
like to show some examples of real-world modeling, which help us to obtain
deeper understanding in biological systems. 1) Emergence of cell-like
structure and function under crowding condition with macromolecules. 2) Self-
organization of cellular assembly. 3) Self-generation of macroscopic regular
motion for the assembly of nano-scaled self-propelling objects.

Biography:

Name

Kenichi Yoshikawa

URL: http://dmpl.doshisha.ac.jp/

Academic Degree

PhD, Physical Chemistry, Graduate School of Engineering, Kyoto University
(1976)
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Professional Appointments

1998 — 2012

Professor, Department of Physics, Graduate School of Science, Kyoto
University

2011 — 2014

Chair, Commission of Biological Physics C6, IUPAP

2012 —

Professor, Faculty of Life and Medical Sciences, Doshisha University

2019-

Specially Appointed Prof., Institute for Advances Study, Kyoto University

Plenary Talk

Presenter:

Prof. Helmut Schiessel

Cluster of Excellence Physics of Life, Technical
University Dresden

Title:

The mechanical genome

Abstract:

In addition to the classical layer of genetic information, DNA molecules also
carry other layers of information. Two possible layers are discussed. One is a
mechanical layer, namely that the base pair sequence influences the
mechanical and geometrical properties of the DNA molecules which in turn
might guide their packing inside the cell. A second possible layer is the speed
of translation in the protein-producing ribosomes where the speed influences
the quality of the protein product. We demonstrate that the degeneracy
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Biography:

Helmut Schiessel studied physics in Freiburg where he did his Ph.D. in
theoretical polymer physics in 1997. He then worked as a postdoc at two
Universities of California, in Santa Barbara and in Los Angeles. In 2000 he
joined the MPI for Polymer Research in Mainz where he was in charge of a
biophysics research project. From 2005 to 2020 Schiessel headed the chair
of Theoretical Physics of Life Processes at the Lorentz Institute, Leiden
University. Since January he heads the group Theoretical Physics of Living
Matter at the Cluster of Excellence Physics of Life.

Invited Talk

Presenter:

Prof. Yoshiteru Yonetani

National Institute for Quantum and Radiological
Science and Technology

Title:

Water on the DNA Surface: Microscopic Insight from Molecular Dynamics
Simulations

Abstract:

Water on the DNA surface exhibits characteristic behavior such as ice-like
water network along the narrow groove of DNA. By using molecular dynamics
simulations, we obtained detailed picture for such water; our characterization
fully describes the water network patterns and their sequence variation
[Biophys. J. 97, 1138 (2009)]. Analysis on such water network further
revealed microscopic origin of the slow water-exchange kinetics [Biophys.
Chem. 160, 54 (2012)]. As another relevant topic, | will also mention a relation
with DNA damage production. Our recent study [Chem. Phys. Lett. 749,
137441 (2020)] found that site-dependent water accessibility for DNA
backbone is well correlated with the probabilities of DNA damage production
by OH radical attacking. This suggests that the site-dependent hydration
property is a key factor for DNA damage production.
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Biography:

Yoshiteru Yonetani received B.E. and Dr. degrees from Keio University in
1998 and 2002, respectively. He worked as a postdoctoral researcher at Nara
Women’s University (2002-2003) and Japan Atomic Energy Agency
(2004-2008). He is currently a senior researcher in National Institutes of
Quantum and Radiological Science and Technology. His current interests
include molecular dynamics and quantum dynamics in biological and
chemical physics.

Tutorial Talk

Presenter:
Dr. Miyuki Sasaki

Collaborative Laboratories for Advanced
Decommissioning Science, Japan Atomic Energy
Agency

Title:

Visualization of Dose Rate Distribution around Fukushima Daiichi Nuclear
Power Plant using Artificial Neural Networks.

Abstract:

This study proposes a method of visualizing the ambient dose rate
distribution using artificial neural networks (ANN) from airborne radiation
monitoring results. The ANN method was applied to the results of the airborne
radiation monitoring which was conducted around the Fukushima Daiichi
Nuclear Power Plant by an unmanned aerial vehicle. The ANN was
constructed by training data consisting of input variable dataset (radiation
count rate, altitude, topographic data, photographic RGB data) and objective
variable dataset (the air dose rate data at 1 m above the ground level). The
reliability of the ANN method was evaluated by comparison with the ground-
based survey data. The dose rate map created by the ANN method
reproduced ground-based survey results better than traditional methods.
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Biography:

Miyuki Sasaki received Dr. Eng. degrees from the University of Nagoya,
Japan, in 2021. She became a researcher at the Japan Atomic Energy
Agency in 2015. Her current research interests include radiation

measurement.
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Defect Detection by
Simulation and Machine Learning

R 1 !

Yu Shirafuji'*, Tomonori Yamada'

VHOR KRR B Lmib ek o 27 LRI B
' Department of System Innovation, Graduate School of Engineering, University of Tokyo

shirafuji-yu@g.ecc.u-tokyo.ac.jp

Abstract. It is very important to detect defects in structures to prevent accidents related to
them. A conventinal way depends on experts’ experiences and skills. Therefore some re-
searches where people try to create a system to detect defects by using machine learning have
been conducted. However, it is diffuclt to collect sufficient data points which you use for
machine learning in the real world. In our research, I created data points by using computer
simulation and completed machine learning by using these data points. Furthermore, consid-
ering cases where simulations require huge computation costs, we conducted numerical ex-
periments to find out a way to create highly accurate machine learning methodology with
small data points. Concretely we introduced the theory of design of experiments to a sam-
pling of machine learning and confirmed an improvement of the accuracy of the system.

Keywords: Computer simulation, Machine learning, Design of experiments
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Short-term prediction using RBF network

with coordinate transformation

Kohei Saito'", Satoshi Kitayama?
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Abstract. In this paper, we present a short-term prediction using RBF network with affine
transformations. By incorporating an affine coordinate transformation into the conventional
RBF network, we can make predictions that take into account the direction of the data. In other
words, the prediction is performed in a rotational coordinate system and the predicted value are
returned to an absolute coordinate system. It is found from numerical result that the prediction
accuracy is improved by using affine transformation.

Keywords: Short-term prediction, RBFnetwork, Time series, Affine transformation

1. Introduction

RBF network is one of the artificial neural networks that use Gaussian functions as basis
functions. Short-term prediction by RBF network has been shown to be highly accurate and
computationally inexpensive!"®®. However, short-term prediction using RBF networks does
not take into account the direction of the time series. So, we introduce a method considering
the direction of the time series by affine transformation.

2. Short-term prediction of time series using RBF network
Nonlinear modeling with RBF networks 7 can be expressed as follows
m
~(t) — z W-(t_T)K x(t—f),xgt—‘[) (1)
y Py ( j )

Where t is the current time, 7 is the delay time, m is the number of training data, and,
Wj(t_T) is the j-th weight.

K (x(t_f), x}t_r)) represents the basis function at the current time and is given by

(x(t—‘r)) _ x}gt—r))T (x(t_f)) _ x}gt—r))

K (x(t—‘r), x]gt—r)) =exp| — sz (2)
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In the above equation, xj(t_ﬂ and 7; are the center and radius of the j-th basis function. Learn-

ing in RBF network is to find the weight vector w=® in equation (1), which is obtained by
the following equation.

w1 — (K(t—T)T K& 4 A)—l K =0Ty ® 3)
K, A in the above equation are expressed by the following equations, respectively.
K( gt ‘L') (t—‘r)) K( gt T) (t—‘r)) K(xgt—r)'xgrtl—r))
t— t— t— t— t-1) (t-
o 2[R K RO
K (x,(,ﬁ_r),xgt T) K (x - T) X T) S ¢ (xﬁfl") ,x,(,";_r))
mxm
o .
mxm

In equation (5), A represents the parameter for the Welght. (e.9.2=1.0x1072?)
Therefore, the predicted value #¢*7) at time t + 7 is calculated as follows using the input
data at x(® the current time.

D = §n= . Wj(t—r) K (x(t) x(t ‘r)) )

3. RBFnetwork incorporationg affine transformation

3.1 Affine-RBF network

1 *

t-2r t-T t t+7 t20*¢-*@)*  (t+0*
(a) Absolute coordinate system (b)Rotated coordinate system

Fig.1Coordinate transformation for output vector using affine transformation

We focus on the direction of time series. The time series are fixed in an absolute coordinate
system, but they are converted to a rotating coordinate system using affine transformation (Fig.
1). In Fig. 1 the black dots indicate the output vector and the white dots indicate the predicted

points.

3.2 Conversion using Affine Transformation

(a) Output vector conversion method

The output vector in the rotating coordinate system Yj(t) (j =1,2,3) shown in Fig. 1 (a) is
the output vector in the absolute coordinate system. It can be obtained using Eq. (7).
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t
t* ' - — Yo St
{ } _ [ cos® sinf —tycosf —yosinb|) i=12,,m 7)

Yj(t*) —sinf cosO tysinf —y,cosH 11

(b) Input vector conversion method

x5k (=%0.x)

X
,\":';v"
XU

( » 'IH;\'

3 *® t*
t-3r t-2r t-1 t=t, (t=30)* t-20)*(t-0)* (t=ty)*
(a) Absolute coordinate system (b)Rotated coordinate system

Fig.2 Coordinate transformation for input vector using affine transformation

The coordinate transformation of the K-th input vector x¥} (K =1,2,---,k: j=1,2,---,m)is per-
formed as shown in Fig. 2.(Ty, xo, K) in Fig. 2 (a) shows the time in the absolute coordinate
system, and this point corresponds to the origin O in the rotating coordinate system in Fig. 2
(b).

The K-th element of the j-th input vector in the rotating coordinate system is given by Eq.

®).

. t—it
(t —it) * cos 0 sinB; —tycosOr —xpx Sin O X
{ } [ K K 0 kK — Xok K i _ 1,2,,p(8)

(t—it)x (= : : ;
Xk —sinfg cosbOg tpsinOg — xp g cos Oy 7K

Then, short-term prediction using the RBF network is performed in the rotating coordinate
system.

When converting the predicted value Y in the rotating coordinate system to the absolute
coordinate system again, the calculation is performed using the equation (9) without using the
inverse matrix of the equation (7).

t cos —sinf to](L”
{y} - [sine cos 6 yi))] { 11/ } ©

st Sanebte LI LLY QL *

(t+0)*

Fig. 3 Relation between rotated and absolute coordinate system

Here, the relationship between the absolute coordinate system and the rotating coordinate
system shown in Fig. 3 is given by Eq. (10).
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{y(t”)} - [sinB cosf y, plro (10)

t+7 cos0 —sinf to]{(t+r)*}
1

3.3 Example of short-term prediction by RBF network using affine transformation
An example of short-term prediction by RBF network to Delayed logistic equation (Eq.11)
shown below and short-term prediction by RBF network using affine transformation is shown
(Fig. 4). Here, a = 1.3,b = 1,7 = 1 initial value ¢ = 0.1 is used”. The solid line shows
the time series data, and the white circle shows the prediction. When the white circle is on the
solid line, it means that the prediction is highly accurate. It is found from the numerical result
that the prediction accuracy is improved by the proposed method.
dx(t)
dt

RSME =5.83x107"

= (a — bx(t — 17))x(t) (11D

2.5
RSME =0.78x107*

1.5
x(?)

0.5

Time[s]
20

2

N E‘W
1

05

10 11 12 13

o Time[s]

10 11 12 13

(a)Proposed approach (b)Conventional approach

Fig.4 Illustrative example of nonlinear prediction of using Affine-RBF network

4. Coclusion

In this paper, we propose a method for short-term prediction using RBF network with affine
transformation. The conventional training data is fixed in the absolute coordinate system, and
the prediction accuracy is insufficient. By applying the proposed method to the Delayed logistic
equation, the prediction accuracy by the proposed method is improved than that of the conven-
tional method.

References

[1] He,X. and Lapedes,A.,Nonlinear modeling and prediction by successive approximation
using radial basis functions,Physica D Vol.70(1993),pp,289-301

[2] Gan, M., Peng, H., and Dong, X. P., A hybrid algorithm to optimize RBF network archi-
tecture and parameters for nonlinear time series prediction, Applied Mathematical Mod-
elling, Vol. 36, Issue 7 (2012), pp.2911-2919.

[3] Du, H. and Zhang, N., Time series prediction using evolving radial basis function net-
works with new encoding scheme, Neurocomputing, Vol. 71 (2008), pp.1388-1400.

[4] Aihara,Kazuyuki, Basics and Applications of Chaotic Time Series Analysis, Sangyou
Tosho(2000).(Japanese)



JSST2021

T e B MY e 1 Y N 3B R R |
Discrimination of Japanese drum player using

machine learning
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Abstract. The Al boom is occurring due to improvements in computer functions. Machine
learning can play music automatically. However most of those are Western music. There is a
previous study of automatic Japanese drums performance. In this research, We distinguish be-
tween performance of Japanese drum experts and automatic performance .

Keywords: Computer simulation, Machine learning,Japanese drum
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Abstract. While the 5th generation mobile communication system (5G) has improved commu-
nication speed and capacity compared to the conventional communication systems, it also has
the problem of reduced communication range and obstacle tolerance. To solve this problem, a
method called mobile edge computing (MEC) has been proposed, in which a Simplified server
is installed close to the terminal to perform some of the processing on its behalf, thereby re-
ducing the burden on the main server and shortening the communication distance at the same
time. In this paper, we will examine the location of a simple server that enables efficient com-
munication under the assumption that the server is installed in a base station.

Keywords: Fifth Generation Mobile Communication Systems, Mobile Edge Computing
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75 7 BFAHBR Y MU — 7T K BEI DR
Solving Sudoku
with Graph Convolutional Networks

A mER, HAS T

. . .o . . *
Koichiro Ishii', Hiroshi Tamura'
b

DHRRRFER G BT AR SER

“tamura@elect.chuo-u.ac.jp

Abstract. Sudoku is a puzzle type in which a 9 x 9 grid is filled in with numbers, based on num-
bers that have already been filled in. Graph convolutional networks (GCN) have recently become
a popular method for deep learning using graph representations. This paper considers Sudoku as a
graph structure and tries to these puzzles using GCN. In solving Sudoku puzzles, individuals use
the candidate numbers in the blank fields as clues. With a GCN, these candidates can be regarded
as features for learning. Therefore, we thought this structure would more easily reveal Sudoku’s
features for learning and how they operate, making the learning process more closely resemble the
way humans solve puzzles. Additionally, Sudoku puzzles have recently been created with differ-
ent rules, and this GCN model is sufficiently flexible to be applied to these new puzzles. We pre-
pared some learning models with different structures and feature values. In the paper’s final sec-
tion, we compared and discussed differences in these models’ learning accuracy.

Keywords: Machine learning, Sudoku, GCN
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On delivery methods using UAYV in hilly and moun-
tainous areas

W kY mA 2
Yuto MASHIKO'"", Hiroshi TAMURA?

PRI R B B AEZER
! Graduate School of Science and Engineering, Chuo University

*tamura@elect.chuo-u.ac.jp

Abstract. UAV(drones) are growing rapidly and expectations for drones are rising for a variety
of reasons. This paper shows the usefulness of delivery using drones. The result of the simula-
tion shows that it was found that four drones are required to work for one car. In addition, the
fastest delivery can be complered by flying the drone in parallel with the car and delivering it.

Keywords: Computer simulation, Drone, Delivery Service
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Development of visualization system for radiation
by mixed reality technology
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Abstract. The accident at the Fukushima Daiichi Nuclear Power Plant on March 11, 2011, released
a large amount of radioactive materials. It is difficult to work safely only by measuring radiation
doses. Moreover, the visualization of the radiation enhances the safety of the work. Therefore, we
develop a system that display radiation trajectories and doses by mixed reality technology. In this
system, HoloLens2 scans QR codes which contain the information of radiation source. The trajec-
tories of radiation are calculated by a Monte Carlo code PHITS to display on the HoloLens2 screen.

Keywords: Radiation, Mixed reality, HoloLens
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Abstract. UAVs, which stands for the unmanned aerial vehicle, are being used more and more
in disaster search and rescue (SAR) missions due to their fast response time and wide field of
view. However, using UAVs in disasters also comes with issues of time and energy constraints.
In this paper, we addressed the problem by utilizing the call detail records(CDR) to extract the
cellular activity distribution beforehand, and use it in machine learning to predict the future
cellular activity distribution, which can be used by the rescue workers to understand what the
survivor distribution is like, and plan an optimal UAV SAR mission based on it.

Keywords: UAV, Machine Learning, Call Detail Records, Flight Simulation

1. Introduction

UAYV, which stands for the unmanned aerial vehicle, has been used more and more in the civil
field. And one of such use cases is using the UAV for search and rescue missions during natural
disasters.

However, one of the main challenges of using UAVs in the search and rescue mission is the
energy limitation [1]. Currently, most UAVs use batteries as their energy source. On the other
hand, a search and rescue mission is a time-critical mission. Less search time can mean a higher
probability of finding survivors [2].

Given the above challenges, this paper proposed a new method to conduct UAV’s search and
rescue mission by using the data in the call detail records to generate a survivor density distri-
bution map before the mission start and thus giving rescue workers a clearer image of the dis-
aster-stricken area to plan to an optimal search and rescue mission under a limited time frame
and energy source.

We also did UAV flight simulation tests in our research to find out the best search pattern.

2. Call Detail Record and datasheet description

Call Detail Record(CDR) is the data record that is generated by telephone switch and contains
the important detail of that particular telecommunication activity, such as the approximate lo-
cation of the activity and the destination of the activity [3]. In other words, each time you make
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a phone call, send a message, or browse a webpage, a cell tower will be connected. And the
database of the mobile network will record a metadata, which is the call detail record. Knowing
the approximate location of each mobile communication activity and the universal adoption of
smartphones means the data generated in the mobile communication network may be one of
the best ways to estimate survivor distribution patterns after natural disasters.
The CDR dataset we used in this research was obtained from Telecom Italia which has been
made public [4]. This dataset contains cellular activities of the city of Milano over 2 months of
time.
We aggregate all the cellular activities based on their associated location in the SQL database,
to calculate the total number of cellular activities in each grid cell. Then we used QGIS and the
OpenStreetMap generated heat map of this result. Fig.1 shows the mentioned heat map and the
metric of the heat map.

3. Machine learning on the data

Although we can extract the cellular activity distribution map during the normal time, this
might not be the case for the time of natural disaster. It’s possible that telecommunication in-
frastructure can be damaged in disasters [5]. And thus makes it hard or impossible to extract
data from it during the time of disaster. We proposed a method to use past cellular activity
distribution as training material to train a machine learning model, which will be able to predict
the cellular activity distribution during the time of natural disaster. The rescue worker or the
UAV operator can still use it as a reference to plan an optimal UAV search and rescue mission
even if the telecommunication infrastructure is damaged.

Since we extract the cellar activity distribution from over 60 days of CDR and with dates, the

Less More
Activity Activity

Fig. 1. The visualized heatmap
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data we used here is the time series data, which is a series of data points with timestamps. In
order to use machine learning on time series data, we need to convert it into supervised data
first. The method we used to convert the data is called the sliding window, which used previous
time steps to predict the next time step. Sliding window can convert a sequence of interrelated
data points into supervised data.

We used 6 different machine learning models on our data to predict future cellular activity
distribution during disasters, which are baseline model, ARMA, random forest regressor,
XGBoost, LSTM and 1 dimensional CNN. We also calculate the MSE(mean squared error)
value of each model for evaluation purpose.

Fig. 2 compared the MSE value result of all models we used in our research. For the baseline
model or the naive model, we used it as the evaluation reference for other models. The baseline
model has the MSE value of 167, and other models’ error values are all lower than it, which
means it’s reasonable to use other models in our research. Since the data we used is stationary,
ARMA also had a good performance with the MSE of 112, because ARMA is good for predict-
ing stationary data. Random Forest and XGboost also performed very good, and outperformed
the ARMA model in our case with the MSE of 67 and 52. Random Forest uses bagging in the
training process which reduces the variance [6]. We believed this can be one of the factors that
contributed to its good performance in our case. XGboost outperformed Random Forest slightly
in our case. For LSTM model, we used the typical vanilla LSTM model, which consists of a
single hidden layer and an output layer. We set the model with 100 LSTM units in the hidden
layer to do the prediction. After training the model with our data, we got the second best result
among all models in terms of MSE value with the MSE of 25. For the CNN model, since our
data is time series data which is a sequence of input. We used the 1 dimensional CNN in which
the kernel only moves in 1 direction and is usually used for time series prediction. Our 1D CNN
consists of 1 convolutional layer, 1 maxpooling layer, 1 flatten layer, 1 fully connected layer
and an output layer. The 1D CNN has a similar performance compares to the LSTM model
with the MSE value of 18.

4. UAV Flight Simulation

We also did simulated UAV flights to find out the optimal search pattern for UAV’s search and
rescue operation during disaster. We simulated 3 search patterns, which are parallel track in
Fig.3, creeping line in Fig.4 and expanding square in Fig.5. These are common patterns used
by rescue teams. We used the UAV simulation software SITL(software in the loop) simulator

Error Value Comparsion

143
112
100
80 67
“ 52
: I ] .
D H =u

Base Line Model ARMA Random Forest XGBoost LST™M 1D CNN

Fig. 2. Result Comparison
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Fig. 4. Creeping line

Time Consumption
2500
2100 seconds
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1500 1400 seconds

1000

Parallel Track Expanding Square Creeping Line

Fig . 5. Expanding Square Fig . 6. Result Comparison

to do the flight simulation. For the simulation parameters, we set the altitude to 100 meters, the
searching area to a 0.6 kilometers area, the UAV type to quadcopter, and the ground speed to 5
meters per second. We showed the result in Fig. 6. Parallel Track has the best performance with
the time consumption of 1400 seconds, and creeping line has the worst performance with the
time consumption of 2100 seconds.
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Abstract. The Convolution Quadrature Boundary Element Method (CQBEM) is known as a
new time-domain Boundary Element Method (BEM). The Finite Element Method (FEM) is a
very popular simulation tool for various engineering problems. However, the FEM cannot deal
with infinite regions without any modifications. On the other hand, the CQBEM can treat such
regions because the time-domain fundamental solutions used in the CQBEM satisfy the radia-
tion condition automatically. Therefore, in this study, a coupling method of the CQBEM and
the FEM is developed for elastic wave scattering analyses in infinite regions. As numerical
examples, elastic wave scattering in inhomogeneous media is demonstrated using the proposed
method.

Keywords: Finite element method (FEM), Boundary element method(BEM), Time-domain, Con-
volution quadrature method (CQM),

1. Introduction

The Convolution Quadrature Boundary Element Method (CQBEM) is known as a new time-
domain Boundary Element Method (BEM) and effective for wave propagation in homogeneous
regions. The Finite Element Method (FEM) is a very popular simulation tool for various engi-
neering problems and can deal with inhomogeneous regions. However, the FEM generally has
trouble in treating wave propagation in infinite regions. Therefore, it is significant to develop
a new wave propagation simulation tool which can treat both inhomogeneous and infinite re-
gions. Therefore, in this study, a coupling method of the CQBEM and the FEM is developed
for 2-D inplane elastic wave propagation. As numerical examples, elastic wave scattering in
homogeneous media is demonstrated using the proposed method.

2. CQBEM and FEM

As mentione in section 1, the FEM is known as one of the very popular simulation tools. There-
fore, the brief description of the CQBEM is discussed in this section. In general, the classical
time-domain BEM cannot produce stable numerical solutions if we use small time step size.
The CQBEM was developed to overcome this difficulty. The Convolution Quadrature Mehotd
(CQM), first proposed by Lubich [1], accurately approximates the convolution integrals by a
quadrature formula using the Laplace-transform. The CQBEM is a combined method of the
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time-domain BEM and the CQM. Schantz et al.[2] and Saitoh et al.[3] have solved many wave
problems, such as elastodynamic and viscoelastic wave problems, using the CQBEM.

3. Numerical examples

Some numerical examples are shown in this section. A multiple scattering problem for 2-D
elastodynamics is solved by the proposed method. Numerical analysis model and results can
be seen in Fig.1. 2-D elastic wave propagation in an inhomogeneous and infinite elastic solid
is simulated by the proposed method. The inhomogeneous region inside the dashed square in
Fig.1(a)-(d) is modelized by the image-based method [4] for a concrete block and analyzed by
the voxel FEM. The infinite region outside the inhomogeneous region is treated by the CQBEM.
Two types of materials (aggregates), which have different elastic constants exist in the inho-
mogeneous region. The continuous boundary condition on the dashed square for the displace-
ment and traction is imposed in order to combine both CQBEM and FEM. As shown in Fig.1,
an incident plane P-wave coming from the infinite horizontal direction propagates the inhomo-
geneous region, and some of them are scattered and the rest are transmitted. It can be seen that
scattered waves and the incident P-wave propagate to the infinite region without any reflections
because the CQBEM can satisfy the radiation condition.

4. Conclusion

The coupling method of CQBEM and FEM for 2-D elastodynamics was developed in this study.
In the future, the adaptive cross approximation (ACA) method will be applied to save the CPU
time and memory.
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Fig.1: Numerical analysis model and 2-D elastic wave fields at various times.

References

[1] C. Lubich : Convolution quadrature and discretized operational calculus I, Numer. Math,
Vol.52(1988), pp.129-145.

[2] M. Schanz and H. Antes.: Application of operational quadrature methods in time domain
boundary element methods, Meccanica, Vol.32(3) (1997), pp. 179-186.

[3] T. Saitoh, F. Chikazawa and S. Hirose: Convolution quadrature time-domain boundary
element method for 2-D fluid-saturated porous media, Appl. math. Model., Vol.38 (2014),
pp-3724-3740.

[4] K. Terada, T. Miura and N. Kikuchi: Digital image-based modeling applied to the homog-
enization analysis of composite materials, Comput. Mech., Vol.20(4) (1997), pp.331-346.

41



JSST 2021

Particle-scale FSI computation for internal
fluidization in gravel-particle bed by upward water jet

S. Ushijima"*, J. Ohno?, D. Toriu!, Y. Ueno?

! Academic Center for Computing and Media Studies (ACCMS), Kyoto University
2CERE, Graduate School of Engineering, Kyoto University

*ushijima.satoru.3c@kyoto-u.ac.jp

Abstract. The internal fluidization in a gravel-particle bed by the vertically-upward water jet
entering from the bottom surface was investigated with experiments and the computations
taking account of the particle-scale fluid-solid interactions (FSI). In computations, the fluid
forces acting on about 5,100 gravel particles, each of which is represented with multiple
tetrahedron elements, were calculated from the pressure and viscous terms. As a result, it
was shown that the calculated unsteady characteristics of the internal fluidization and failure
are in good agreement with the experimental results. The consideration was also made in
terms of the relationships between the fluid dynamic pressure p” and the effective stress o’
in the initial shape of the gravel layer.

Keywords: Internal fluidization, fluid-solid interaction (FSI), Parallel computation

1. Introduction

It has been reported that the serious ground collapses and failures sometimes arise due to
the leakage of the fluids from the underground pipes through which water and oil are trans-
ported. Thus, such problems have been investigated from experiments and numerical simu-
lations [1],[2],[3]. In this paper, in order to understand the internal fluidization and resulting
failure of a gravel-particle bed by the vertically-upward water jet entering from the bottom
surface. For that purpose, the unsteady processes are investigated with the experiments and
the particle-scale fluid-solid interaction (FSI) numerical prediction using parallel computa-
tions. The predicted results were compared with the experimentally obtained behaviors. The
mechanisms of the internal fluidization was discussed using the numerically obtained fluid
forces acting on the particles and pore fluid pressures.

2. Outline of Experiments

Figure 1 shows the outline of the main part of the experimental setup and computational
area. The lengths indicated in Fig. 1 are as follows: [} = 350, /5 = 40 and /3 = 200 [mm],
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while A, ~ 100 [mm] and &, ~ 300 [mm]. The inner diameter of the bottom pipe D is 31
[mm], from which the water jet of the average velocity 0.21 [m/s] enters in the vertically
upward. As shown in Fig. 1, gravel particles of the average diameter 7 [mm] were filled in
the gravel box. The approximate depth of the gravel bed is 100 [mm] and the porosity is
about 0.44.

computational area

v

1 flow flow

Fig.1: Experimental tank and computational area (left = front-, right = side-view)

3. Particle-scale FSI computations

The fluidized processes of the gravel bed were numerically simulated using the computation
method proposed in [4]. Figure 2 (a) illustrates the Eulerian cells used for fluid computations
as well as the Lagrangian unstructured cells representing a gravel particle. As schematically
shown in Fig. 2, the Eulerian cell size is 0.6 [mm], which is sufficiently finer than the gravel
particle size (7 [mm]), so that the surrounding flows around a particle can be resolved.
The total number of the gravel particle is about 5,100, each of which is represented with
about 100 tetrahedron elements. The massive computations were executed with 272 parallel
computations with the domain decomposition as shown in Fig. 2 (b).

AT
\

N

Fluid -
]

(a) Eulerian and Lagrangian cells  (b) Domain decomposition for parallel computation
Fig.2: Computation cells and parallel computation

Figure 3 shows the comparisons between experiments and computations for the unsteady
processes from initial condition to the fluidization of gravel particles and final penetration
of the jet flow throughout the bed. The color contours in the calculated results show the
magnitude w of the vorticity vector of the fluid. The range of w shown in Fig. 3 is between
0 [1/s] (blue) and 600 [1/s] (red).
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Fig.3: Comparisons of gravel particles (left = experiments, right = computations)

Figure 4 shows the distributions of positive p’ — o/, where p’ is pore dynamic pressure
among particles and ¢’ is the effective stress in the initial gravel bed shape calculated with
the specific gravity (about 2.59) and the porosity (about 0.43). The range of p’ — o shown
in Fig. 4 is between 0 [Pa] (blue) and 600 [Pa] (red). Figure 4 also shows the fluid forces
Fr = |F| calculated from the pressure and viscous terms in the fluid computations. It can be
seen that the fluidized areas, where p’ — ¢’ and F are relatively high, are closely related to
the unsteady behaviors of gravel particles in the bed.
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Abstract. Biped robots consume a lot of energy due to the attitude control during walking,
which causes the running time to be shortened. The robot that simulates arm swing walking,
which is a passive human movement, are optimized by simulating with mechanical analysis
software without considering joints and actuators. Therefore, the design on details of mecha-
nism of the biped robot is expected for this work. As a result of simulation, the model of this
study generally walked stably, however it is necessary to improve the width of the body in the
front-back direction for further walking stability.

Keywords: Embodiment design, Multibody dynamics analysis, Biped robot

1. Introduction

Many biped robots have been researched and developed to support human daily life in a more
sophisticated way, and some of them can walk with a stable behavior even on rough ground.
On the other hand, their energy consumption is high, which is one of the reasons for the de-
crease in running time, since actuators such as servomotors are frequently used for postural
control. To solve this problem, V.T. Nguyen et al. focused on the passive motion of the human
upper body to optimize the robot's gait, and developed a basic model in which the shoulder and
the opposite hip joint are connected by a spring damper [1]. This basic model was designed
without considering the detailed mechanisms of the actuators and joints and the interference of
the mechanisms, and it is difficult to reflect the model directly in actual machines. In this study,
we will perform an embodiment design that can be fabricated from the basic model [1].

2. Walking simulation for embodiment design

The basic model [1] and the designed embodiment model are shown in Figure 1. A multi-dy-
namics simulation is performed to confirm the walking behavior of the embodiment model.
For this simulation, we use the mechanical analysis software Adams from MSC Software. For
the walking behavior, a gait function derived from the human walking pattern is used. The
characteristics are expressed and formulated by using triangular functions from the data of the
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human walking cycle [2]. The gait function is shown in Equation (1).
@;(t) = a; + b; cos(wt) + ¢;sin(wt) + d;cos(2wt) (D

where ; is the angle of the joint, t is the time, w is the angular velocity, and a;, b;, ¢i, and d;
are the coefficients.

By changing these coefficients, we can derive the gait function to be assigned to the embodi-
ment model. In this study, we use the same parameters as in the basic model [1]. The angle
trajectories of each joint in this study are shown in Figure 2.
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3. Results and Discussion

Figure 3 shows the graphs of the lateral and vertical displacements of the head in the gait of
the basic model [1] and the embodiment model. The horizontal direction shows that the differ-
ence in displacement between the basic model [1] and the embodiment model is larger. This is
due to the fact that the embodiment model is wider in the front-back direction than the basic
model [1], which tends to swing back and forth during walking. It is considered that this re-
sulted in an unstable posture on the rough ground, which caused the robot to move in a slightly
slanted direction. On the other hand, in the vertical direction, the period of the displacement
was constant after 4 seconds, which is the period of the flat ground, and it can be concluded
that the robot of the embodiment model walked stably. Using the information obtained from

this study, we believe it is necessary to make improvements in order to reduce the width of the
robot in the front-back direction additionally.
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Figure 3 Comparison of head displacement during walking
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Abstract.

The time-resolved Berg’s model was developed as a first-order model for describing the
surface processes occuring at different regions in a reactive magnetron sputtering discharge.
In this study, the effect of using a highly adsorptive gas, water vapor, as reactive gas in
Berg’s model is investigated. The contributions due to parameters affecting the adsorption
onto the surface, the flow rate, Q,, sputtering yield ratio of metal to compound, ;—n, sticking
coeflicient, a, and surface site density, ng, were investigated and the results were compared
to obtained experimental data.

Keywords: Reactive Magnetron Sputtering, Water Vapor, Berg’s Model

1. Introduction

As compared to sputtering with inert gases, the presence of a reactive gas in plasma often
results to complex behavior, such as the hysteresis of process parameters and discharge
instabilities. To explain the nonlinear plasma behavior, multiple models have been explored,
such as Berg’s model, which has served as a basic, fundamental model, and the Reactive
Sputter Deposition (RSD) model [1, 2].

Water vapor has been used in plasma-based processes, such as surface modification and
thin film deposition. In deposition processes, it is used as a substitute to conventional oxygen
gas as well as a measure to introduce hydrogen into the plasma. Particularly in semiconduct-
ing oxides, the added hydrogen acts as a shallow donor dopant, improving film conductivity
and reducing crystal lattice stress without extensively changing the band structure of the film
[3]. However, the behavior of water vapor in vacuum processes can be complex, since there
can be multiple interactions involved [4]. Modelling of the process would clarify and ex-
plain the observed phenomena involved, allowing for a more widespread use of water vapor
in film deposition.

Shown in Fig. 1 is the time-resolved pressure as the plasma is ignited, and fitting of
Berg’s model to experimental data. An initial drop in the pressure is observed, followed by
a gradual, successive recovery towards a saturation level. In this paper, Berg’s model was
used to investigate the water vapor plasma and explain the observed change in pressure, with
an emphasis on the parameters that are highly affected by reactive and enhanced adsorption
behavior.
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Figure 1: Measured pressure of the reactive magnetron sputtering discharge at varying initial
pressures of pure water vapor, at 100 mA discharge current and a 70mm-¢ metallic Zn
(99.2%) target, and the fitting of Berg’s model to the pressure at 1.0Pa.

2. Simulation Model

In this study, the model used is Berg’s time-resolved model, one of the fundamental, first-
order models used in reactive magnetron sputtering [2]. This model simplifies some of the
complicated but important phenomena, however, it has been able to identify key process-
ing problems, such as the hysteresis of discharge parameters [1]. Thus, this model can be
reasonably used to identify the key mechanisms involved when water vapor is utilized in
reactive magnetron sputtering.
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Figure 2: The processes involved in the time-resolved Berg’s model

As shown in Fig. 2, the pressure of a reactive magnetron sputtering system can be
described by the flow of gas in the reactive sputtering chamber, where Q is the gas flow rate,
with the subscript denoting the region (r: reactive gas flow, s: substrate, t: target), v is the
chamber volume (in m?), k;, is Boltzmann’s constant, and T is the temperature. For Q pymp,
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. . 3
the flow rate depends on the pumping speed, S (in *-).

Fury= 20 (1)

V2mm, kT

The values of Q; and Q, are determined by the flux towards the surface, F,, obtained
from the kinetic theory of gases in Eq. 1, the sticking probability of the reactive gas molecule
on the surface, a, the area, A (in m?), and the compound fraction at the surface, 6. The value
of 6 is important, as the presence of the compound determines the gettering of the reactive
gas molecule as it interacts with the metallic particle. At the target surface, this describes the
poisoning phenomena, while at the substrate, it determines the uniform film composition. In
Fig. 2, the value of 6 is dependent on the surface site density, n,, with a base value related to
the atomic surface density of the material, the flux towards the surface, and the removal or
deposition of material, determined by Jj,,, the ion current density, and the sputtering yield,
Y. The parameter z is the stoichiometric factor of the oxide compound. By solving the
equations simultaneously, the change in pressure for reactive magnetron sputtering can be
determined [1, 2].

3. Results

To understand the effect of the parameters, the difference of water vapor to conventional
gases must be established. First, the dissociation of the water molecule can result to distinct
species, O, H and OH. These molecules behave differently in sputtering and film formation.
Second, water easily adsorbs onto a surface. Multilayer adsorption usually occurs, with a
desorption energy ranging from 0.8 to 8 eV, depending on the type of bond and the thickness
of the adlayer.

Shown in Fig. 3 are the effects of specific parameters determined to be affected by the
difference in behavior. First is the flow rate of the reactive gas. As the flow rate is increased,
the initial drop in pressure becomes more prominent, since there is an increased flux of
molecules that can contribute to the surface processes that consume the reactive gas.

The second parameter is the ratio of the sputtering yield of the metal and the com-
pound. At decreased values of the compound sputtering yield, other surface process can be
accounted for, such as redeposition or readsorption. At low ratios, the saturation pressure
increases due to a decreased contribution of Q; and Q, as the compound is formed at the
surfaces, indicating decreased gettering when more compound is present.

The third parameter is the sticking coefficient, @. The magnitude of the coefficient de-
termines how tightly a molecule will adhere on the surface, and given the concentration of
plasma near the target, the value of a; is expected to be less than that of @y due to energetic
particle bombardment. From the fitting of the experimental data at 1.0Pa, a;, was at 9x107,
while a; is at 1x10™*. As shown in Fig. 3, higher values of ; results to a more prominent
drop in the pressure, since it influences the consumption of gas at the target, while higher
values of @, increases the saturation pressure level, due to increased compound formation at
the substrate area.

Lastly, the surface site density, n is changed to account for the possible multilayer
adsorption of the molecule at the surface, in the form of k(n,). At the initial pressure consid-
ered, water vapor favors the formation of multiple layers through physisorption, leading to
an increased site density for compound formation. As seen in Fig. 3, the time at which the
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Figure 3: Effect of the parameters, flow rate (top left, 0.11-0.27sccm), }I,/—; (top right, 0.001-
0.009), a (bottom right, 2x107>-1x107%), and n, (bottom left, 400-1000 layers) in the time-

resolved Berg’s model. The default values for the parameters are: flow rate=0.19sccm,
5—2:0.003, a; = 9x107>, ay =1x1074, and ny = 850 layers.

pressure minima occurs shifts and the rate of increase to the saturation pressure is delayed
at a higher number of layers, since there are more reaction sites for compound formation.

By combining the effect of the parameters, the observed pressure of water vapor plasma
can be explained, and an appropriate fitting of the experimental data to the model can be
performed. By using this model, it allows us to predict the behavior of the plasma, and the
film formation process when water vapor is used.
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Abstract. A numerical model of nanosecond pulsed laser ablation on a graphite surface is
being developed. The rates of photoionization of carbon atoms released by the ablation are
evaluated. Total ion energy of irradiated atoms are calculated via photoionization rates using
Monte Carlo simulation.
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1. Introduction

Nanosecond laser ablation is widely employed in pulsed laser deposition and mass spec-
trometry [1, 2]. Ablation of the target via a nanosecond laser involves several mechanisms
such as ion formation, target heating, and particle expulsion, which are heavily dependent
on the laser parameters. In the initial phase of laser ablation, primary interaction involves
photoionization of target bound states via the laser field, followed by plasma formation and
collisions between electrons and atoms [3]. In nanosecond laser ablation, the electron emis-
sion is described to be thermionic, rather than dominated by photoionization [4]. Following
the electron production, ions are formed from the surface due to electron-atom collisions,
and a plasma is formed which is assumed to follow a Maxwellian distribution [5]. The
plasma formation implies that the temperature exceeds the vaporization threshold of the tar-
get. Simulations are performed to quantify the target ablation rate evolution using thermal
model, whereby the ablation rate stabilizes after tens of ns following the laser pulse [6]. The
aforementioned models refer to the case where the target is at a previously unablated state
(i.e. a fresh target). In this work, electron production in the geometry of a formed cavity is
investigated, focusing on the plasma formation in the context of ion and electron generation.
Electron production is simulated using Monte Carlo methods [7]. The simulation employs
a vacuum environment.
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2. Numerical model

The simulation is set up in 3D coordinates with x is specified along the target surface normal.
A 1064 nm wavelength laser with full width half maximum (FWHM) of 5 ns and 5 GW/cm?
laser intensity is incident on a graphite target at x = O,y = 0,z = 0. The pulse peak is
located at ¢+ = 30 ns. The timestep used is 1 ps. Atoms are placed in 3D coordinates each
with spacing dr = 0.2 nm to simulate graphite density, with n, atoms placed in the x-plane
and n; X n; atoms in the y-z plane. Here n, = 10,n; = 20 is employed. The atoms are
located on the target surface are arranged in the y-z plane labelled from 1-100, and 101-200
for x = dr, and so on.
The incident laser is represented by a Gaussian source term and is described as
(f—’peak)2 _? ez

S(X,y,Z,t):Ioe(—x//lu)e_ w7, 27, 202 "

where [, is the peak laser intensity, Ap = 1.5 dr is the decay rate of the laser intensity along
the target surface normal. First, we show the ionization probability due to multiphoton
ionization (MPI). The probability for an electron to change the level from a ground state to
an excited state is given by [8]

3/2 5/2
Pypr = w(ﬁ) (L] S (% B CD,,) ()

E, m Ey
2(B+® V1 +92

exp ——( ») sinh_ly—y—y ,
w 1+2y2

[Se]

Sy, x) = Z exp—2[{x+ 1) — x + n] (sinh—l y - L)x

n=0 Vl +72
2y
J(\/T—),Z«x +1)—x+ l)]]

where E,, = hw is the photon energy, y = /B/(2®,) is the Keldysh parameter, with B, ®,, =
e E? /4mw? being the ionization potential and potential energy. Angle brackets represent the
conversion to integer value. The function ®(x) is the Dawson integral. [9]

The laser strikes the target with a FWHM defined by o, and o, in Eq. 1 corresponding to
a diameter of 2 nm. The penetration of the laser depends on Ap assumed to be 1.5 dr. When
the laser irradiates the target, the atoms ionize according to Pyp;. A random number Ry is
generated for each timestep such that when Ry < Pjsp; the atom ionizes and a photoelectron
is ejected with a velocity +/2(nhv — ¢)/m, with a random direction. Electrons are assumed
to follow Maxwell-Boltzman characteristics, so the velocity is v = vk, T /m,. Electrons are
accelerated due to the laser field via the ponderomotive force whose magnitude is @pong =
e*m2E? |w?, where e,m,, and w are the electronic charge, mass, and laser frequency, and
laser electric field respectively. Electron-electron collisions reduce the particle velocity by
MeUVee, Where v,, is the electron-electron collision frequency.
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Fig. 1 shows the temporal laser pulse shape with the Pj;p; for varying laser intensities.
The power law dependence of the Pjsp; with the laser intensity is shown.
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Figure 1: (left) Laser intensity and Pysp; for varying laser intensity, (right) Dependence of
Pyrpr on laser intensity
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Figure 2: (left) Time evolution of ionized atoms for varying laser intensities, (right) maxi-
mum number of ionized atoms versus peak laser intensity

3. Results

Figure 2 shows the time evolution of the maximum number of photoionized atoms #; ;5 for
varying laser intensities. Increase in ion number is observed with laser intensity, indicating
the higher number of available photons for ionization. As the laser intensity increases, the
saturation of the ion number occurs earlier relative to the laser pulse. This number is plotted
against the peak laser intensity, as shown in the right figure of Fig. 2. Rapid increase in
ionization rate is observed for lower laser intensities. Fig. 3 shows the atom label vs time
for varying laser intensity. Large number of atoms are ionized on the surface, and at the
center (vicinity of n; = 50) even before the time for the laser to reach its peak intensity. This
shows the preferential direction of ionization at the target center. Figure 4 (right) shows the
total target energy as a function of time. Ion energies rapidly increase at an earlier phase for
increasing laser intensity. Future work will incorporate motion of the ionized atoms which
is neglected in the current model.
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Abstract. Ion mobility spectrometry has been a useful tool in the detection of dangerous
substances such as explosives and narcotics. The application of this method has expanded
to the analysis of atmospheric pressure plasma. Under ambient conditions, the density of
gas particles is much greater than the density of ions present in the spectrometer such that
Coulomb’s forces do not dominate as much. However, the space charge contributions of
the ions to the mass analysis electric field should affect the resolution of the spectrometer
signal. This study aims to analyze this effect by using a collisional model based upon the
hard-sphere model and the Monte Carlo method. The results of the simulation will then be
compared with experimental results to determine the accuracy of the model.

Keywords: Plasma physics, Monte Carlo method, Computer simulation

1. Introduction

Ton Mobility Spectrometry (IMS) is an electrophoretic analysis method used to identify ions
in a swarm based on their mobility, K, in a buffer gas. The mobility is related to the drift
velocity, vy, of the ion as it moves through the spectrometer guided by the electric field, E

[1];

vg = KE (1)

The intrinsic characteristics of the ions such as mass, charge, and structure affect its
mobility. The combination of such characteristics interacting with the electric field and gas
results to the separation of the swarm into discrete groups which would be analyzed at the
end of the spectrometer [2]. If the density of ions that enter the spectrometer is much less
than the density of the gas particles, then the Coulomb interactions between the ions will not
dominate. However, the high density ions should affect the local space charge of the system
which could influence the drift behavior of the swarm as they move across the IMS. This
phenomenon will be clarified by simulating the behavior of Ar* ions in the IMS using the
hard-sphere collisional model and the Monte-Carlo method.
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Figure 1: Schematic drawing of the IMS device (left) and the corresponding potential field
distribution (right) along the z = 0 plane. The IMS device shows (a) the opening orifice, (b)
the electrode plate, (c) the insular spacers, (d) the end plate detector, and (e) the cyclindrical
shielding. The potential distribution was calculated using the AMaze software.

2. Computational Method

The IMS device used in this study exhibits a local electric field of £ = 300 V/cm at the
center under ambient temperature and pressure (7 = 273.15 K, P = 1 atm) with air being
the buffer gas. The collisions between ions and gas particles are treated as hard sphere
collisions [3, 4], with the probability, p, being a reduced exponential function of the ratio of
the distance travelled by the ion, df, and its respective mean free path, 4 (Eq.2). The mean
free path, 4, is given by a standard equation (Eq.3) with pressure, P, temperature, 7', and,
the radius of the gas particle, d, as its factors. The simulation assumes that a collision occurs
if a random number between 0 and 1 is greater than the probability, p.

p=1-exp(=df/) (2)
kT

1= — 3

7d?P\2 )

The current simulation utilizes Coulomb’s law to approximate the space charge contri-
bution of an ion by defining a voltage threshold of 2 4V from an individual point charge. To
further clarify the space charge effect, the current model multiplies the voltage contribution
of each particle by a factor of 10. This voltage contribution is added to the background
potential matrix before allowing the particles to move for each time step iteration.

The ion trajectories and time of flight signal will be obtained for the case with the inclu-
sion and absence of the space charge effect. The mobilities of the ions will also be compared
based upon the results of the simulation.
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3. Results and Discussion

The ion trajectories (Fig.2) and time of flight signal (Fig.3) for the movement of particles in
the absence, and presence of the space charge contributions for Ar" ions are shown in the
figures below. The time steps used in these cases were chosen such that any further decrease
in the time step will not result to any change in the peak drift time.
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Figure 2: Ton trajectories of 10 Ar" ions with (left) and without (right) space charge contri-
butions. In the absence of a space charge, ions were made to interact only with the electric
field such that their trajectories are independent from each other.

The number of particles detected at the end of the spectrometer is greatly reduced with
the addition of the space charge effect. Peak reduced mobility values for both cases however,
is around 1935 cm?/Vs. The resolution of the spectra varies; with the FWHM values being
4.98 pus, and 1.05 ps for the spectrum with and without charge contributions respectively.
This suggests that the space charge effect of ions results to the broadening of the spectral
peak. Increasing gas temperature from 273 K to 300 K in the case with the space charge
contributions results to a sharper spectrum. The FWHM value at a gas temperature of 300
K is around 4.78 us.
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Figure 3: Time of flight signal of 10,000 Ar* ions with and without space charge contribu-
tions at a spectral resolution of 0.15 us. Peak time of flight for both cases is around 51.67

us.
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Figure 4: Time of flight signal of 10,000 Ar* ions with the space charge contribution at gas
temperatures of 273 K, and 300 K. Spectral resolution is 0.15 us

Further investigation with other models to approximate the space charge will be needed
to investigate the actual behavior of particles in the experimental system since the current
simulation could only compute up to 10* particles efficiently. With an increase in the number
of particles, the multiplicative modification to the space charge contribution can be removed
which will result to a more accurate representation of the system. The results of the simu-
lation will also be compared to actual experimental results to determine the validity of the
model used in this study.
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1. Introduction
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BRSO T, ROEEEZ 0K 75 310K F THIE L7, (20ps, 10,000 A7 v
TN AT v T=21) ., £ LT, IBEE 310K ICHERF L., —EE(1 atm) D JE HALE R
2D T, 9ns (4,500,000 AT v YDA EFT o T,

2.2 #{f DNA

Z DX HIT UL L= R DNA(Fig.1 (a)) (2, BEREENLZ 1 2 FTE 7215 2
FTE A L7 (Fig.1 (b)), Amber20 @ xLEAP £ = —/L& W, Bz 4572
DITKEA A2 (Nah)a Adu, DNA OJE Y Z ¥ (K) Tliti7z L7, DNA O /15513 AP
MBI 2 HIEA E T bscl %, KO NEIX TIP3P /1A L, stA 4k
WA A TENLL DRV —F/IMEZITV, DR REED =R VX—% f/ME
L7z, EOREZYHELE L LT, —EREOEMEREIFO T, ROIREE 0K 7
5 310K F TH-E L72(100ps, 50,000 27 >~ 7)), S HIT, EEL 310K (THEFF L, —
TEJE S (1atm) D JEHAEE RStk D F . 25ns Db 21T - 7= (12,500,000 25 v 7)), E
RO T A% Fig2 IR d 7 FEHOBE DNA IZx L TiT- 72, #81{; DNA O
EELETRD 720, 85 DNA O~ R 72Z(RMSD) & ISRl 3R A (SASA) D
RN 24T o7, T2, HWEOT-ORIEE DNA (28 L THRIEEONT 21T 7=,
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undamaged seg-5 seq-1  seql seq:

Fig.1 Snapshots of (a) an undamaged Fig.2 Models of clustered DNA damage composed
equilibrated DNA (“undamaged” in of AP sites: an undamaged DNA, damaged DNA

Fig.2) and (b) a damaged DNA (“seq-5” with one AP site (seq0) and damaged DNAs with
in Fig.2). two AP sites in the same strand (seq*l, 3, 5). X
represents an AP site.

3. Results

3.1 Root Mean Square Deviation

AP OLIC K D2 WEE DAL MRAT T D72, T ZRIRZRMSD) & 515 L 72,
RMSD(Root Mean Square Deviation)iZ LA F O TR S, H o458 (1) & SRS (r?)
EDOFTNAEFLRT D, MIED ENTET L L2 DOFRIEIZ 72 5, RMSD OfEZS R E 1
EXVREDPIMLTOD L WVR D, UTEFHR LR F OB S 2R L, NIFZFHRE LR
F O zERT,

DNA T8 (P, O, C Z%I%) IZOWT? RMSD % 2ps Z & IZFHE L7z, K41 DNA
J OME {5 DNA OFFEIZRT % RMSD % Fig.3 1277,

0 5000 10000 15000 20000 25000
time [ps]

Fig.3 Temporal evolution of RMSD of damaged DNAs composed of AP sites and an undamaged
DNA.

63



JSST 2021
Fig3 12k % &, K#EE DNA @ RMSD(undamaged) L ¥ . {5 DNA @& RMSD(seq0,
seqxl, 3, )R EVMHMIZH 5 Ll T 5, 2RO RMSD O FERfEO K & S & b
19 5 & seq0 <undamaged < seq-3 < seq+3 < seq +5 < seq+1 <seg-1 <seq-5 L 727,
seq-5 TIXFEHOHN Y 23> DNA LY KRELS > TWH DR TE, RMSD @
SEYEMNM K E L 2o TWDRIKTE EHEI S D, 15 DNA (3R DNA X0 #idE
DL TND ENWR D,
3.2 Solvent-Accesible Surface Area

OH 7 U H/VIN DNA IZHERT 5 Z & T KRFEF| X 72 Sz L Y DNA [ZHENE
C %, OH 7 ¥V OBEXIGFE— A2 MME HO OBELZ T — A~ EEPUIT
SEFFEFHMEDEITWD, £70, KOBEITH L izt mig(SASA)IFHRE RN & 5 72
D, H,O @ SASA Z#H T 252 12X > T OH 7 VWM L » THEEZZITOT
AL DT A9 5 Z L3 TE H[2], SASA(Solvent-Accessible Surface Area) & 13, &HE
DA A O IO Z & TH Y . SASA DIENKEUVIEE OH 7V
Ve DEERREN % 20 HEEZITROT W E TSNS,

A [Eli%, DNA E840 H1’, H2’1, H2°2, H3’>, H4>, H5’1,H5’2 @ 7 ->® H JF.+® SASA
D) 2 55 LU7=, H2=H2’1+H2’2, H5’=H5’1+H52 & L7z, H Ji+75 Dk
Z 1AAZHRE L CEMAE & T o 72, 4 DNA @ SASA % Fig4 |27,

Fig4 (2 X % & 4815 DNA @ SASA |[TARHEE DNA &t T HIEEE L 7285 o H2
ITER D20 KR&EL2->TEY, HA L HYIHEN/NEL o Tz, LR - T,
HEREDIBE L CO DR IR E i Lo Wi BEEEAZ 0T 0 E FHITE 5,

— “ — © T T ————
3 ) 35} = 1]ss + & b =
Bl seqes 4 1 seq3 5 % seart Pl sea0 &
5 4 25 25 25 B
2 20} 2 2
15 15} i3 15
ol i 10} —~ 10 S 10 e
S H e e e e s H = e e e A S S 4 . e ==
AGG GTCTCTATGCTGGG| CAGGAATATGTCTCTATGCTGGG GG T cTc TGCTGG GGAAT GTCTCTATGCTGG
“ - 40 e 40 i 4 —
= g= 1| =f = » 4 » B
0 g wf i » » s
2 - 251 o 2 2 o
2 20f 2 2
15 15¢ A b 1
101X . 10} 2. 101 — » 10 f4
T 2 5 =T ARl SRS~ VAL 4 e
SNSRI —1 | ol :\/MW//\ ........
A ATXC G A CTTATA CAXAGATACGAGC
= 40
t
0

Sa8R8RS

cndaBRERE owm

Fig.4 The values of SASA for an undamaged DNA and various damaged DNAs. The vertical
axis represents SASA in units of A2. The upper panels represent strandl and the lower panels
represent strand2 for each DNA.

4. Future Work

5l &#EE MD FHRZITV, DNA OREEZABICH LT, T DR L2 RS S %E
BEERL, EEMISGHEZIT O, £/, MEDOL(L, SASA DZA{LLHED CI'HER
BECHEBAD B 272 & 9 Dl 24T 9,
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Consideration of environment-friendly
manufacturing in China
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Abstract. In China, "Green" is a priority of the national economic and social development
plan, and environmentally friendly manufacturing is important. In order to achieve envi-
ronmentally friendly manufacturing, it is also necessary to optimize the allocation of en-
ergy resources in material procurement, production and distribution. In this paper, we will
consider the concept of environmentally friendly manufacturing.

Keywords: Green manufacture, environment-friendly
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The study on effects of wireless standards on
dense Wi-Fi environments with NS3
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Abstract. Currently, there are many wireless LANs. Therefore, some wireless LANs have no
choice but to use the same frequency channel, and it causes the degradation of throughput. In
this paper, we investigate the effects of wireless standards on dense wireless LANS environ-
ments. In particular, we focus on the throughput of wireless LANs based on IEEE802.11n,
IEEE802.11ac, and IEEE802.11ax. Further we analyze the throughput characteristics.

Keywords: Wireless LAN, Troughput, Capture effect, Interference, NS3

1. IXC®HIT

BAEDHE T, A NVERORHABEINCE, Wi-Fi HIA< L LTS, B
T ORCH 7 272 EOND L EFEDLETTIE, TAA N Wi-FioT U v 7 % ff
AT 52—V 0N8EL, Wi-Fi OBEMENEEL TWDERRHDH. DX H 70k
DIZX Y, RUF ¥ RAZEHTD Wi-Fi 2880 L, BIEREOLILIC RN D &%

AEND. WFZE]TIE, BERER LANREICH LT, THESy 7 F v R %e%E
ﬁbtxw—7/bﬁﬁ/:\v Z &R L. 2SN Z CTER[2]TIE, Rk
BRERICHR U CHRMAZ W EZBRIZ L Y, SRR LAN B8 X OO A V—7" > MMk
IZOWTHEEZI T TS, ZRHDIFFETIEL, 1 BT 7 v AR A >k (LLF, AP)
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1 BOWMRNIREB LI b D% 1| DO LAN & L, [F—0EEET v 1L %24 H
T HEBOMELRE LAN D3 FIRICHEET DR COANL—T» NEEEZFRE L TV 5.
WFZefE L v, 2E# LAN [F+ O HEEDY 0.6m FEEENL TV 5354, R LAN OB
HEBREDL X IXFy FFYERICI Y 2L—T"y MIM ET 50, BN S HIoH
T2 ETFHORENER 720 ANV—Ty ERPHET D ENRBRENTWNS. L
L7l 5, T D OFFRIXIERRIEE k& L C IEEES02.11g DA & xfHRE LT 5.
WA TIR AR O RS U 7o 7 2 LR B DL STV DT, T
5 DEERLEAIE BT 2 TR A L—7" MRPED TR N RD B 5. AAFZE T,
Fv hT—27 3 2 b—% NS3 Z W CHAREE B NEE 72 Wi-Fi \BEIC5 25
WENZOWTHAEZIT O . RO #FEN TRl — O MRRE(E A& 2 5 3% Wi-Fi &
ZHIEE L, TIUILDAN—Ty MFEE Z DRI DWW TEZLE L TS,

2. BEEEAT

WTAE, MERLE{E M & LC, IEEES02.11n (LL'F, 11n), IEEE802.11ac (LL'F, 1lac),
IEEE802.11ax (LLF, 1lax) MMEHEL S, JAKFIH I TWD. 1n 1TEEOER
BT v T T BT LT, 2007 %A ) —L&[FRICZEMZE L TEZE
T 5 MIMO HAfr<e, SO, B LT ¥ 3N 2B, Ty XA R T 4>
WL, AN—""y bOm EEFEHT LS. llac 1T ¥ RAVRT 4 7 MIMO
ZPrik L7 MU-MIMO  (Multi User Multi-Input Multi-Output) (2L Y, 1207 7 & X
AV I BEEOIRAIIK U CRIFHZIEETH 2 ENAIREE 72 5. 11ax TlE, #3K
DY T7TXx VT a2 —HF ¥y & LTHEL, BEOZ—FIZEV Y TH LTk
>T, %< D=V DOBEEFRIFHIITY ZENTXHEHRSXTHS OFDMA X, 1
DODF ¥ VT 1 #LTHlEZEHRT S MUMIMO (25 - T, ZHEDOuRNE T T
¥ RNEFSTHAL—T"y hOJFEADEZMZOND LI/ >TN5D.

3. MEAE

AT, BR & A7 #EPHN CTlR— O BERGEE B 2 H -5 Wi-Fi 2 25000 L,
BIEEITSTEHADAN—Ty NI OWTIHET 5. REBRTHEHAT 2T 1%
LIRT. 1 BDAP & 1 BOEROE Y h& 150 Wi-Fi & L, [[—EKEOF
Y XNV EFHHT S Wi-Fi 2488 FRICEN S 728580 AV—T7y O & i
T 5. 2O, AP LEEROBNCIZREEY X 72 <, Wi-Fi [0 R d 1, d=0.3, 0.6[m]
Dz & 5. FDMDNT A — 2133 1ITRT. % Wi-Fi O T4 58k — & L,
lln, llac, llax DZFTNFHNOBEHICHONTI I 2 b—3 9 U &21TH. AR TIER
v h =272 —% NS3 #H5. NS3 1T A X by 221 —2THY,
LFoOR (1) TH Wi-Fi DA LV—""y N T 28T 5. TITEEINL 37y MR
Py Ial—yg U HEESTEAZ ETEHTES. VI 2 b—y g VRS,
BIRARDRIEG Th o TR ), Gy NOEENFEAEL, 7> MEEN
P U7 SRR So, PRI C = T — 23384 U7 IR S5, 2347 > B k(E O 240
B2 DT IEFIZEE T v R ENT PR S, OFITH 5. AIFZE T, % Wi-Fi
DAN—"T" N T, DRF % I\~f/1x?</lxp~7°*‘/ &9 5.

i:_i:—i (1)

S Si+S,+53+5,
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Abstract. In this research, a micropolar elastic wave simulation tool, which is called M-EFIT
(Micropolar-Elastodynamic Finite Integration Technique), is developed. As numerical exam-
ples, elastic wave propagation and scattering in a micropolar bimaterial are demonstrated by
the proposed method.

Keywords: Elastic waves, Micropolar-elastodynamic finite integration technique (M-EFIT), Finite

difference time-domain method (FDTD), Micropolar-elastodynamics

1. Introduction

The concretes, bedrocks, and bones are known as microscopic materials. In general, the micro-
scopic property is not considered in the classical elastodynamic theory. In order to integrate the
microscopic property into the classical elastodynamic theory, Eringen proposed the micropolar
elastodynamic theory. However, elastic wave simulation tools based on the micropolar elasto-
dynamic theory have hardly been developed. Therefore, in this research, a micropolar elastic
wave simulation tool, which is called M-EFIT (Micropolar Elastodynamic Finite Integration
Technique), is developed. The EFIT is a kind of the FDTD (finite difference time-domain
method), and has been developed by Nakahata et al. [1]. This EFIT is extended to 2-D micropo-
lar-elastodynamic problems in this research. Some numerical examples for wave propagation
and scattering in a 2-D micropolar bimaterial are demonstrated by the proposed method.

2. M-EFIT formulation

The EFIT is a grid-based numerical simulation method based on the FDTD ,and can easily treat
the boundary conditions on the interface between different materials. Considering the x; — x5
plane as a 2-D inplane problem, the equation of motions for the stress op, and the couple
stress m;;, respectively, can be rewritten as follows:

_ Baﬁa Ime,

aXﬁ

piig + pbg pj(b.Z = t 205005 + L, (1)

Oxgy

where p is the density of a micropolar elastic material, u, is the displacement, j is
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the micro moment of inertia, ¢, is the micro rotation, b, is the body force, and [, is
the body couple force. e,,p 1s the permutation symbol and () show the partial de-

rivative with respect to time t. In addition, the constitutive equations for the stress
oq.p and the couple stress m;; can be obtained as follows:

ou ou ou . .
. _ 14 B a
Oap = lafgag +(u+ K)E + H@ — (Ut K)ezapPr — 1ezpa b 2
y
iy, = 4GN212 222 (3)

dx,

where 6,5 is the Kronecker delta, and the parameters, 4, 4, k, G, N and [ are the mi-
cropolar elastic constants [2]. Equations (1)-(3) are discretized by using the EFIT
scheme for time and space [1]. The detail is skipped for the page limitation.

3. Numerical example

Numerical examples can be seen in Fig.1. In this simulation, the grid size Ad and time step
size At are given by Ad = 1.0 X 1072 and At = 1.0 X 10™*, respectively. The upper and
lower materials are a micropolar and a conventional elastic material, respectively. The micropo-
lar elastic constants are given by u = 1.0,4 = 1.5,k = 1.0 and p = 4.5. On the other hand,
the lower conventional isotropic material parameters are yu = 1.0,A = 1.5,k = 0.0 and p =
4.5. A sinusoidal particle velocity is given at the top center of the upper material. As shown in
Fig.1(a) and (b), primary and secondary waves (P and S waves) exist in the both upper and
lower materials, and reflected by the interface drawn by the white line in Fig.1. However, the
micro rotational wave (M wave) can exist in the micropolar material only.

4. Conclusion
In this research, M-EFIT was developed and some numerical examples are demonstrated. In

the near future, this work will be extended to 3-D micropolar elastodynamic problems.

¥ N\ > <
MM wave -
: micropolar elastic solid

isotropic elastic solid

(@) (b) " ©) (d)
Fig.1: Elastic wave propagation in a micropolar bimaterial at (a) 80At for P and S waves, (b)
190At for P and S waves (¢) 80At for M wave and (d) 190At for M wave.
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Abstract. Polymer brushes have a protein antifouling effect to a biomaterial in vivo. The dy-
namics of water in polymer brush-water interface is studied by the molecular dynamics simu-
lations to clarify the molecular mechanism of the protein antifouling effect. In addition, we also
clarify the relationship between the structural characteristics of polymer brushes and the dy-
namics of water.

Keywords: Polymer brush, Molecular dynamics simulation, Dynamics of water, 2-methacrylo-
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1. Introduction

The surface properties of a material can be modified by polymer brushes which are obtained
by growing polymers on the surface of the material at high density. Polymer brushes give a
protein antifouling effect to the materiall'l. The protein antifouling effect is very useful for
preventing protein adsorption which triggers the biological defense system when the material
is used in vivo, and therefore the application of polymer brushes to the medical field has at-
tracted attention in recent years. As grafted polymer chains for polymer brushes, we selected
twitterionic 2-methacryloyloxyethyl phosphorylcholine (MPC), a biomaterial used in various
medical devices. The dynamics of water in polymer brush-water interface is important for un-
derstanding the protein antifouling effect. Clarification of the dynamics of water enables the
production of MPC polymer brushes with higher function, and is expected to lead further use
in the medical field. In the field of polymer brushes research, the type of a polymer and the
control of graft density have received much attention, but structural characteristics such as the
tacticity of a polymer chain and graft position of polymer brushes have received less attention.
In this study, we focused on the relationship between structural characteristics and the dynam-
ics of water. To this end, we performed molecular dynamics simulations of the systems com-
posed of water and MPC polymer brushes with various structural characteristics.

2. Simulation model and method

2.1 Moleculer model
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We used an all-atom MPC polymer brush model in which
we grafted polymer brushes on the x-y plane (8 nmx8 nm)
of the MD box. Water molecules were placed on the layer
of the polymer brushes. As an initial configuration, we
used the model after performing energy minimization
(Fig.1). We prepared MPC polymer brush by using Win-
mostar'?). As for force fields, we adopted TIP3P for water
and general AMBER force fields (GAFF) for MPC poly-
mer brush®). As a point charge for each atom, we adopted
the Restrained Electrostatic Potential (RESP) charge cal-
culated by Winmostar.

2.2 Simulation method

We performed MD simulations by Gromacs!*! with the
model under the NPT (constant number of atoms, con-
stant pressure, and constant temperature) emsemble and
2D periodic boundary conditions in x and y directions.
Since this study assumes the condition in vivo, we set 7=
310 K and P=1 atm.

3. Simulation Results

We show snapshots of polymer brush-water interface at 0
ps and 10 ps in Fig. 2. We can see from this figure that
water molecules penetrated into the layer of the polymer
brushes at 10 ps while the water layer and the polymer-
brush layer are separated in the initial configuration at 0
ps. From our simulation data, we calculate the number
and the lifetime of hydrogen bonds, the diffusion coeffi-
cient of water, and so on, to understand the dynamics of
water in polymer brush-water interface.

References

Figure 1 Initial configuration of our
simulation model. Polymer brushes are
placed below water molecules.

Figure 2  Snapshots of polymer

brush-water interface (a) at 0 ps and
(b) at 10 ps.
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Abstract. Thigh-frequency electromagnetic fields solver: ADVENTURE FullWave is a fi-
nite element analysis software in the parallel computational mechanics system: ADVEN-
TURE System. The ADVENTURE FullWave can perform detailed, high-speed, and
high-efficiency finite element analyses of large-scale electromagnetic field problems using
the hierarchical domain decomposition method (HDDM) and the corresponding parallel dis-
tributed processing environment. The result of performance evaluations of the ADVEN-
TURE_Fullwave will be shown in the conference.

Keywords: Finite element method, Electromagnetic fields, Large-scale analysis, Hierarchical

domain decomposition method
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JIL(l/u)rotEh-rotE;dv--(UZJIL2 ¢ By - E;dvzzja)Jlﬁzlh. E; dv (3)
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Abstract. The wave-sound fields analysis solver: ADVENTURE Sound is a finite element
analysis software in the parallel computational mechanics system: ADVENTURE System. The
ADVENTURE Sound can perform detailed, high-speed, and high-efficiency finite element
analyses of large-scale wave-sound field problems using the hierarchical domain decomposi-
tion method (HDDM) and the corresponding parallel distributed processing environment. The
result of performance evaluations of the ADVENTURE_Sound will be shown in the conference.

Keywords: Finite element method, Wave-sound fields, Large-scale analysis, Hierarchical domain

decomposition method
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Abstract. It is important to simulate how the structure of a molecule, such as DNA, responds
when subjected to tritium substitution and decay. This is because structural changes in DNA
can inhibit enzymatic repair. We have observed the response of single-stranded polyethylene,
a simpler polymer, by molecular dynamics simulations and attempted to make theoretical pre-
dictions based on non-equilibrium statistical mechanics. As a result, we found that we could
predict the response to some extent for low damage rates.

Keywords: Molecular dynamics simulation, Linear response theory, Theoretical calculation, Trit-

ium, Polymer, Decay effect

1. Introduction

The accident at the Fukushima Daiichi Nuclear Power Plant in 2011 resulted in the generation
of a large amount of radiation-contaminated water. Although the radionuclide removal system
(ALPS) can remove radioactive materials other than tritium, the treatment of the resulting trit-
iated water has become a problem. The main target of tritium is DNA, which is responsible for
the production of proteins. Although the effects of trittum on macromolecules have been stud-
ied [1,2,3], the biological effects of tritium have not yet been elucidated. One possibility is that
the structural changes in the damaged DNA may inhibit enzymatic repair. There is also the
possibility that strand breaks will be induced. Therefore, it is important to discuss the structural
changes of tritium-damaged DNA. However, many interactions such as base stucking, hydro-
gen bonding between interstrand bases, and shielding of the negative charge of phosphate
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groups by cations contribute complexly to the stability of DNA. Therefore, in this study, we
will investigate the structural changes in polyethylene, a simpler polymer macromolecule, in-
stead of those in DNA, a complex macromolecule.

Tritium beta decay occurs with a short half-life of 12.3 years, producing helium-3. The range
of the beta-electrons in water is at most 6um, so external exposure is not a problem. What can
be a problem is when tritiated water is absorbed into the human body; either the tritiated water
near the DNA emits beta electrons, or the hydrogen in the DNA in contact with the tritiated
water is replaced by tritium and it decay. We focused on the latter, the decay of tritium in DNA
given by ftritiated water and the change in its structure. This is a unique effect of tritium, a
radioactive isotope of hydrogen.

The structural change after trittum damage can be studied by molecular dynamics (MD) sim-
ulations. Another approach is to predict the response function using theories in nonequilibrium
statistical mechanics. It has been suggested that this can be used to calculate the response of
damaged molecules from MD simulations of equilibrium (undamaged) system [4]. In the sec-
ond half of this paper, we will compare the response functions calsulated by the theory with
actual MD simulations of damaged molecules and discuss their validity.

2. Simulation

In this study, a model of unbranched, single-chain polyethylene was used. Each carbon and
the hydrogen bonded to it is coarse-grained, with a particle number of 3000. Damage due to
tritium substitution and decay was represented by changing the type of coarse-grained particle
to one with one hydrogen removed (e.g. CH, — CH, CH3z — CH>). Assuming that the damage
caused by tritium is completely random, the ratio for the number of particles is fir.

Try to evaluate the structural change of polyethylene with the global orientation order param-
eter P, as follows.

3cos?d —1
2=\

3
all-bond
When polyethylene is at 250K in vacuum (Figure 1), the global orientation order parameter

P; of polyethylene with fi; = 0 is 0.431. On the other hand, P, for fy = 0.1 is 0.404 and
there is no significant difference. We decided to investigate the potential energy of the system.

5000
3
g 4000
=
5
=
é 3000
53]
20001...I.‘..I.1.;I...;I..1.
0.0 1.0 2.0 3.0 4.0 5.0
time ¢ (ps)
of polyethylene; fy = 0 (left), Figure 2. Potential energy relaxation of damaged
fiu = 0.1 (right). The large polyethylene. They are approaching the value of
spheres indicate the damaged fu = 0 with oscillation.

sites.

89



JSST2021

Figure 2 shows the relaxation of the potential energy E = Eyong + Eangle + Etorsion + ELj

of the system at fiy = 0.1 and fy = 0.01 at 250K. The value settled at equilibrium is the

same as that for fi; = 0, which means that the polyethylene transitions to a slightly different

structure after the decay. In fig. 1, the potential energy oscillates with a buzzing motion, which
is thought to be the oscillatory particles with different frequencies or masses.

3. Linear response theory

Linear response theory is used to predict the response of damaged polyethylene. In this theory,
the response function of a system subjected to a weak perturbation is obtained as a functions
of the physical quantity in equilibrium. Suppose that in the past when t < 0, the system fol-
lows the Hamiltonian H°. When a perturbation H'(t) is added at the moment t = 0, the
physical quantity B of the system evolves according to H(t) = H° + H'(t). Suppose that the
perturbation term H'(t) of the Hamiltonian can be devided into F(t) and A(I'), where
F(t) is a time-dependent external field term and the conjugate A(I") is a quantity that de-
pends on the phase spase. In this study, we consider tritium damage as a perturbation, which is
givenby fy simultaneously at t = 0. The physical quantity we want to predict is the potential
energy. That is, let F(t) be a unit step function with value at t > 0 and A(I") be the poten-
tial energy of the system itself. Linear response theory gives the response function ¢(t), which
is a function only of B in equilibrium and the time derivative A of the potential energy. Spe-
cifically, it is expressed as a time correlation function of B and A at equilibrium.

$5a(0) = B(B(AD)) 6
t
(AB) = f dt’ palt — tYF(E) @

4. Discussion

We first analytically derived the A corresponding to Epongds Eangle and Eorsion, respec-
tively. Then, we substituted the result of fi; = 0 into that equation and calculated the response
function numerically for fi; = 0.1. The ensemble average in Equation (1) is for 2000 samples.
In the integration of the response function in Equation (2), the calculated response function is
shifted so that the values do not diverge.

The result show that for fy = 0.1, the 5000 ‘ ' ' fl — 01
predictions differ by a factor of 10 (Figures ~ R N - S
1 and 2). A possible reason for this is that g 4000 1
for a large fraction of damage, fy = 0.1, E
the nonlinear term is large, i.e., the damage “é 2000 |
site has a strong effect of changing the
structure in a concerted manner.

2000 b ' e

In the future, we will verify whether the
results are consistent with the actual simu- time ¢ (ps)
lation values for fy =0.01 and even pjgyre 3. Relaxation of polyethylene poten-
smaller fractions. We will also calculate the tjal energy calculated based on linear re-
global orientation order parameter P, and sponse theory.
the other quantities that represent structural
changes as physical quantities B to be predicted.

0.0 1.0 2.0 3.0 4.0 5.0

90



JSST2021

References

[1]

[2]

[3]

[4]

S. Fujiwara, H. Nakamura, H. Li, H. Miyanishi, T. Mizuguchi, T. Yasunaga, T. Otsuka,
Y. Hatano, S. Saito: Computational strategy for studying structural change of tritium-
substituted macromolecules by a beta decay to helium-3, J. Adv. Simulat. Sci. Eng., 6:1
(2019) 94-99.

H. Li, S. Fujiwara, H. Nakamura, T. Mizuguchi, T. Yasunaga, T. Otsuka, T. Kenmotsu,
Y. Hatano, S. Saito: Structural changes in tritium-substituted polymeric materials by a
beta decays: A molecular dynamics study, Plasma Fusion Res., 14 (2019) 3401106.

H. Li, S. Fujiwara, H. Nakamura, T. Mizuguchi, A. Nakata, T. Miyazaki, S. Saito: Struc-
tural change of damaged polyethylene by beta-decay of substituted tritium using reactive
force field, Jpn. J. Appl. Phys., 60 (2021) SAABO6.

R. Kubo: Statistical-Mechanical Theory of Irreversible Process. 1. General Theory and
Simple Applications to Magnetic and Conduction Problems, J. Phys. Soc. Jpn., 12:6
(1957), 570-586

91



JSST 2021

void K& % F 9 2 B OB LB AR

Magnetization process analysis of magnetic material with void defect
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Abstract. Assuming iron clusters with void defects, we analyzed how the defects affect the
magnetization process using the LLG equation. When the cluster had void defects, changes of
energy were seen in the exchange energy and magnetic dipole energy as the domain wall
passed through the defect

Keywords: LLG equation, micro magnetic simulation, domain wall displacement, void defect
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Mechanical properties of hydrogen embrittled
austenitic stainless steel
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Abstract.In this study, we performed a finite element analysis of hydrogen embrittle-
ment. The value of the nucleation void volume ratio in the Gurson model was modified
to represent hydrogen embrittlement. To evaluate the analytical results, the length
variation of the width of the parallel section of the specimen and the fracture elonga-
tion were calculated. The length of the width of the parallel part of the specimen
showed a similar trend to that of the hydrogen embrittlement. The fracture elongation
also showed a similar trend to that of the hydrogen embrittlement case. The results
suggest that the hydrogen embrittlement test can be qualitatively described by vary-

ing the nucleation void volume ratio.
Keywords: Hydrogen embrittlement, Austenitic stainless steel,FEM,Gurson
1 #8
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Simulation for estimation of radiation source distribution measured by
Nal(TI) scintillation detector
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Abstract. The purpose of this study is to safely store substances with high concentrations
of radioactivity generated b y the accident at the Fukushima Daiichi Nuclear Disaster.
In this study, we simulated the radiation field for a measurement system using four Nal
(T1) scintillation detectors. As a result, it clarified that how the spectral pattern changes
with and without the shield.

Keywords: Safety store, Radiation source distribution
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Simulation of thermoluminescence
measurement of structural materials
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Abstract. A Monte Carlo simulation was performed to analyze the glow curve for calculating
the integrated radiation dose of structural materials using thermoluminescence. In our experi-
ments, we found that the shape of the glow curve changed when the sample was irradiated for
a long time. This study enabled us to calculate the glow curve of a thermo-fluorescent material
with a single trap. The glow curve of a thermo-fluorescent material with a single trap can be
calculated by using this method.

Keywords: Boltzman distribution, Dosimeter, Thermoluminescence, Monte Carlo simulation
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Study for Development and application of Nonsteady
High-Frequency Electromagnetic Field method
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Amane Takei'
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"Department of Electorical and Systems Engineering, Faculty of Engineering,
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"h118034@student .miyazaki-u.ac.jp

Abstract. The high-frequency electromagnetic fields solver: ADVENTURE FullWave is a
finite element analysis software in the parallel computational mechanics system: ADVEN-
TURE System. The ADVENTURE FullWave can perform detailed, high-speed, and
steady-state high-efficiency finite element analyses of large-scale electromagnetic field prob-
lems using the hierarchical domain decomposition method (HDDM) and the corresponding
parallel distributed processing environment. However, also non-steady analysis is required. In
this research, we study and develop the non-steady high-frequency electromagnetic field
method. The detail of non-steady high-frequency electromagnetic field analysis will be dis-
cussed on the patch antenna problem in the JSST2021 conference.

Keywords: Finite element method, Electromagnetic fields, Large-scale analysis, Hierarchical
domain decomposition method
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Localization phenomenon of large and small particles
by congestion degree and boundary conditions :
Cell model experiment on cm scale
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Abstract. The various molecules and organelles in living cells are suitably positioned within
the cell to carry out their functions at the appropriate time. The nucleus moves toward and
maintains its position at the center of the cell. We conducted a real-space experiment in
which the intracellular structure was modeled by large and small particles. In our experiments,
we focus on that the inside of the cell is very crowded and that there are non-equilibrium
fluctuations. From the results of this experiment, it was clarified that the behavior of particles
differs depending on the degree of congestion and the softness of the boundary conditions.

Keywords: Self-organization, Non-equilibrium fluctuation, Molecular dynamics simulation
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Sightseeing Guidance System to Maximize
Satisfaction Using Real-Time Spot Information*
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Abstract. In this study, we challenged the provision of sightseeing routes using real-time
information such as weather and congestion. This is a system that allows tourists to input
their wishes and provides them with the best sightseeing route based on their wishes and
real-time information, using graphs and optimization problems. We succeeded in providing
a tourist route using this method, but confirmed that it is still far from practical use.

Keywords: Graph theory, Discrete optimization, Operations research

1. Introduction

The Eastern Hokkaido region, in which Kushiro City is located, is an area of impressive
natural beauty, which features the Kushiro Marshes, the largest marshlands in Japan, as
well as both the Akan and Mashu national parks. Additionally, it is home to the historically-
recognized Ainu culture, which has received a significant amount of attention in recent years
from many quarters. The region has received recognition for the national government’s
measures in regard to the Mizu-no-Kamui tourist area and Wide-area tourist route, which
promote tourism.

Currently, Kushiro City provides tourists with the Kushiro Akan Mashu Hospitality Navi
APP., which enables tourists to use LPQA and free public Wi-fi, regional bus company
shared locations, and Al chat bot services focusing on tourism. However, a current issue is
that data with different properties are being used in independent environments, and there is
no collaboration with, or utilization of, other services.

In this study, we imagine a virtual environment in the near future, in which a high-speed
communication network is provided in the Eastern Hokkaido region, thus enabling weather,
temperature, humidity, specific event, and congestion information for each sightseeing spot

“This work was partially supported by JSPS KAKENHI Grant Number 19K11834, 20K11093, and Co-
operative Education/Research Project between Toyohashi University of Technology and National Institute of
Technology.
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to be acquired in real time, and we undertake the challenge of developing a sightseeing
guidance system that can maximize the individual satisfaction levels of each tourist visiting
Eastern Hokkaido under this environment.

2. System Overview

This system consists of local information on the weather, temperature, humidity, specific
events (content/time/cost), and congestion, etc., for the various sightseeing spots, a database
for setting the satisfaction levels of travelers, which fluctuate in combination with these
factors, and map data that include the route and necessary time to move between each sight-
seeing spot.

By inputting the requirements of the user into the system (departure/arrival location, de-
parture/arrival time, time allowed for sightseeing, meal requests, costs), it provides a sight-
seeing plan that will maximize the satisfaction level of the user within the time allotted for
tourism. An image of the system is shown in Figure 1.

We want to ‘ Qfxﬁf‘@ a
Enjoy nature [E=E Show results ke,
ma EEH
B i R EEER »

L % >

n = | EEEN

‘ {Restaurant)
Seek routes based on preferences d{_}
el -

and real-time information.

Figure 1: Image of route provision

A mathematical optimization model was used to derive the optimal tourist route. This
reduces the confusion experienced by the traveler in selecting from multiple routes provided
by guidebooks. Additionally, as, depending on the sightseeing spot, there may be cases in
which the satisfaction level fluctuates based on the weather, level of congestion, and events,
in this way, the optimal route can be provided, and the traveler can enjoy sightseeing.

3. Current Situation and Future Outlook

To date, we have completed the creation of an optimization model for providing sightseeing
routes and a database of sightseeing spots in Kushiro City and other areas in the eastern
Hokkaido region, which consists of basic information about these spots. Based on these
data, we have also succeeded in providing tourist routes for each request.

Future tasks include the development of an interface and system for actual use. In ad-
dition, it is necessary to acquire and operate real time data to the extent possible. The final
goal is to make the information of tourist attractions more realistic by having actual tourists
use the system.
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Abstract. Tritiated water is generated under the decommissioning process of the Fukushima
Daiichi Nuclear Power Station. In addition, tritium is planning to use as fuel in fusion power
plants, which is expected as a future power generation technology. Therefore, it is important to
understand the impact of tritium on biomolecules in living organisms including human in detail.
We aim to elucidate the mechanism of DNA damage due to the radioactive decay effect that
occurs when light hydrogen in human DNA is replaced with tritium, using molecular dynamics
(MD) methods. To understand the decay effect on DNA, first, it is necessary to evaluate the
replaceability of light hydrogen to tritium for each hydrogen in DNA. In this study, to evalu-
ate the degree of replaceability of the backbone hydrogen atoms in telomeric DNA of human,
solvent-accessible surface area (SASA) is calculated for the data obtained by MD simulation.
As a result, it is found that the SASA of H5 hydrogen is large in the hydrogen atoms in the
backbone.

Keywords: DNA, solvent-accessible surface area, tritium, radioactive decay effect
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